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Was ist Amazon FSx for Lustre?

FSx for Lustre macht es einfach und kostengunstig, das beliebte Lustre Hochleistungsdateisystem
zu starten und auszufuhren. Sie verwenden Lustre fur Workloads, bei denen es auf Geschwindigkeit
ankommt, wie z. B. maschinelles Lernen, Hochleistungsrechnen (HPC), Videoverarbeitung und
Finanzmodellierung.

Das Lustre Dateisystem wurde fir Anwendungen entwickelt, die schnellen Speicher bendtigen — bei
denen Sie mochten, dass Ihr Speicher mit Ihrer Rechenleistung Schritt halt. Lustrewurde entwickelt,
um das Problem der schnellen und kostenguinstigen Verarbeitung der stdndig wachsenden
Datensatze der Welt zu I6sen. Es ist ein weit verbreitetes Dateisystem, das fur die schnellsten
Computer der Welt entwickelt wurde. Es bietet Latenzen von unter einer Millisekunde, einen
Durchsatz TBps von bis zu einem Vielfachen und bis zu Millionen von IOPS. Weitere Informationen

finden Sie auf der Website. LustreLustre

Als vollstandig verwalteter Service FSx erleichtert Amazon lhnen die Nutzung Lustre fiur Workloads,
bei denen es auf die Speichergeschwindigkeit ankommt. FSx for Lustre macht die herkbmmliche
Komplexitat der Einrichtung und Verwaltung von Lustre Dateisystemen tUberflissig, sodass Sie
innerhalb weniger Minuten ein bewahrtes Hochleistungsdateisystem einrichten und ausfuhren
kénnen. Es bietet aullerdem mehrere Bereitstellungsoptionen und Speicherklassen, sodass Sie die
Kosten an Ihre Bedurfnisse anpassen kdnnen.

FSx for Lustre ist POSIX-kompatibel, sodass Sie lhre aktuellen Linux-basierten Anwendungen
verwenden kdnnen, ohne Anderungen vornehmen zu miissen. FSx for Lustre bietet eine native
Dateisystemschnittstelle und funktioniert wie jedes Dateisystem mit Ihrem Linux-Betriebssystem. Es
bietet auch read-after-write Konsistenz und unterstitzt das Sperren von Dateien.

Themen

» Mehrere Bereitstellungsoptionen und Speicherklassen

» FSx fur Lustre und Datenrepositorien

 Zugriff FSx fur Lustre-Dateisysteme

* Integrationen mit Diensten AWS

 Sicherheit und Compliance

* Annahmen

* Preise fur Amazon FSx for Lustre

* Foren von Amazon FSx for Lustre
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* Verwenden Sie Amazon FSx for Lustre zum ersten Mal?

Mehrere Bereitstellungsoptionen und Speicherklassen

Amazon FSx for Lustre bietet eine Auswahl an Scratch-Dateisystemen und persistenten
Dateisystemen, um unterschiedlichen Datenverarbeitungsanforderungen gerecht zu werden.
Scratch-Dateisysteme sind ideal fir die temporare Speicherung und kurzfristigere Verarbeitung
von Daten. Daten werden nicht repliziert und bleiben nicht erhalten, wenn ein Dateiserver ausfallt.
Persistente Dateisysteme eignen sich ideal fir langerfristige Speicherung und Workloads, bei
denen der Durchsatz im Vordergrund steht. In persistenten Dateisystemen werden Daten repliziert,
und Dateiserver werden ersetzt, wenn sie ausfallen. Weitere Informationen finden Sie unter
Bereitstellungs- und Speicherklassenoptionen FSx fur Lustre-Dateisysteme.

Amazon FSx for Lustre bietet Speicherklassen fir Solid State Drive (SSD) und Hard Disk Drive
(HDD), die fur unterschiedliche Datenverarbeitungsanforderungen optimiert sind: AWS Interconnect

» Die SSD-Speicherklasse ist fir Workloads optimiert, die kleine, zufallige Dateioperationen
ausfiihren und bis zu einem Durchsatz TBps von bis zu einem Durchsatz benétigen. Sie bietet
einen konsistenten Latenzzugriff auf Ihren gesamten Datensatz mit einer Latenz von unter einer
Millisekunde.

 Die Intelligent-Tiering-Speicherklasse ist flr die meisten Workloads geeignet und wird empfohlen,
fur die keine konsistente niedrige Latenz fur Ihren gesamten Datensatz erforderlich ist. Sie
bietet vollstandig elastischen und kostenglnstigen Speicher, einen Durchsatz TBps von bis zu
einem Vielfachen und Latenzzeiten von weniger als einer Millisekunde auf Daten, auf die haufig
zugegriffen wird, mit einem optionalen SSD-Lesecache.

» Die HDD-Speicherklasse kann fir Workloads verwendet werden, die eine konsistente Latenz im
einstelligen Millisekundenbereich und einen Durchsatz von bis zu zehn Prozent fir Ihren gesamten
Datensatz bendtigen. GBps Sie kdnnen optional einen SSD-Lesecache bereitstellen, der auf 20%
Ihrer Festplattenspeicherkapazitat ausgelegt ist.

Weitere Informationen finden Sie unter FSx fur Lustre-Speicherklassen.

FSx fur Lustre und Datenrepositorien

Sie kdbnnen FSx fur Lustre-Dateisysteme Links zu Datenrepositorys auf Amazon S3 oder zu lokalen
Datenspeichern herstellen.
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FSx fur die Integration des Lustre S3-Datenrepositorys

FSx for Lustre lasst sich in Amazon S3 integrieren und erleichtert Ihnen so die Verarbeitung von
Cloud-Datensatzen mithilfe des Lustre Hochleistungsdateisystems. Wenn ein FSx for Lustre-
Dateisystem mit einem Amazon S3 S3-Bucket verknlpft ist, stellt es S3-Objekte transparent

als Dateien dar. Amazon FSx importiert bei der Erstellung des Dateisystems Auflistungen aller
vorhandenen Dateien in Ihrem S3-Bucket. Amazon FSx kann auch Angebote von Dateien
importieren, die dem Daten-Repository hinzugefligt wurden, nachdem das Dateisystem erstellt wurde.
Sie kénnen die Importeinstellungen an Ihre Workflow-Anforderungen anpassen. Das Dateisystem
ermdglicht es lhnen auch, Dateisystemdaten zurtick nach S3 zu schreiben. Datenrepository-
Aufgaben vereinfachen die Ubertragung von Daten und Metadaten zwischen Ihrem FSx for Lustre-
Dateisystem und seinem dauerhaften Daten-Repository auf Amazon S3. Weitere Informationen
erhalten Sie unter Verwenden von Datenrepositorys mit Amazon FSx for Lustre und Datenrepository-

Aufgaben.

FSx fur Lustre und lokale Datenrepositorien

Mit Amazon FSx for Lustre kdnnen Sie lhre Datenverarbeitungs-Workloads von lokalen auf die
verteilen, AWS Cloud indem Sie Daten mit oder importieren. Direct Connect Site-to-Site VPN Weitere
Informationen finden Sie unter Amazon FSx mit Ihren lokalen Daten verwenden.

Zugriff FSx fur Lustre-Dateisysteme

Sie kénnen die Compute-Instance-Typen und Linux Amazon Machine Images (AMIs), die mit einem
einzigen FSx for Lustre-Dateisystem verbunden sind, beliebig kombinieren.

Auf Amazon FSx for Lustre-Dateisysteme kann Gber Rechen-Workloads zugegriffen werden, die
auf Amazon Elastic Compute Cloud (Amazon EC2) -Instances, auf Docker-Containern von Amazon
Elastic Container Service (Amazon ECS) ausgefuhrt werden, und auf Containern, die auf Amazon
Elastic Kubernetes Service (Amazon EKS) laufen.

+ Amazon EC2 — Sie greifen Uber den Lustre Open-Source-Client von Ihren EC2 Amazon-Compute-
Instances auf lhr Dateisystem zu. EC2 Amazon-Instances kénnen von anderen Availability
Zones innerhalb derselben Amazon Virtual Private Cloud (Amazon VPC) aus auf |hr Dateisystem
zugreifen, sofern lhre Netzwerkkonfiguration den Zugriff Gber Subnetze innerhalb der VPC
ermdglicht. Nachdem Ihr Amazon FSx for Lustre-Dateisystem bereitgestellt wurde, kdnnen Sie mit
seinen Dateien und Verzeichnissen genauso arbeiten, wie Sie es mit einem lokalen Dateisystem
tun warden.
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« Amazon EKS — Sie greifen Gber Container, FSx die auf Amazon EKS laufen, mithilfe
des Open-Source-CSl-Treibers fur Lustre auf Amazon FSx for Lustre zu, wie im Amazon
EKS-Benutzerhandbuch beschrieben. lhre Container, die auf Amazon EKS laufen, kdnnen
leistungsstarke persistente Volumes (PVs) verwenden, die von Amazon FSx for Lustre unterstitzt
werden.

» Amazon ECS — Sie greifen Uber Amazon ECS-Docker-Container auf Amazon-Instances auf
Amazon FSx EC2 for Lustre zu. Weitere Informationen finden Sie unter Montage uber Amazon
Elastic Container Service.

Amazon FSx for Lustre ist mit den beliebtesten Linux-Betriebssystemen kompatibel AMIs, darunter
Amazon Linux 2023 und Amazon Linux 2, Red Hat Enterprise Linux (RHEL), CentOS, Ubuntu

und SUSE Linux. Der Lustre Client ist in Amazon Linux 2023 und Amazon Linux 2 enthalten.

Fir RHEL, CentOS und Ubuntu bietet ein AWS Lustre Client-Repository Clients, die mit diesen
Betriebssystemen kompatibel sind.

Wenn Sie FSx for Lustre verwenden, kdnnen Sie lhre rechenintensiven Workloads von lokalen
Systemen auf die verteilen, indem Sie Daten Uber oder importieren. AWS Cloud Direct Connect AWS
Virtual Private Network Sie kdnnen lokal auf Ihr FSx Amazon-Dateisystem zugreifen, Daten nach
Bedarf in Ihr Dateisystem kopieren und rechenintensive Workloads auf In-Cloud-Instances ausflihren.

Weitere Informationen zu den Clients, Recheninstanzen und Umgebungen, von denen aus Sie auf
Lustre-Dateisysteme zugreifen FSx kénnen, finden Sie unter. Zugreifen auf Dateisysteme

Integrationen mit Diensten AWS

Amazon FSx for Lustre Iasst sich in Amazon SageMaker Al als Eingabedatenquelle integrieren.
Wenn Sie SageMaker KI mit FSx for Lustre verwenden, werden lhre Trainingsaufgaben flr
maschinelles Lernen beschleunigt, da der anfangliche Download-Schritt von Amazon S3 entfallt.
DarlUber hinaus werden lhre Gesamtbetriebskosten (TCO) reduziert, da Sie das wiederholte
Herunterladen géngiger Objekte fur iterative Jobs auf demselben Datensatz vermeiden und so
Kosten fur S3-Anfragen sparen. Weitere Informationen finden Sie unter Was ist KI? SageMaker im

Amazon SageMaker Al Developer Guide. Eine exemplarische Vorgehensweise zur Verwendung
von Amazon FSx for Lustre als Datenquelle fur SageMaker Kl finden Sie im AWS Machine Learning
Learning-Blog unter Beschleunigen Sie das Training zu Amazon SageMaker Al mithilfe von Amazon

FSx for Lustre- und Amazon EFS-Dateisystemen.

FSx for Lustre lasst sich in die Verwendung von Launch Templates integrieren AWS Batch .
EC2 AWS Batch ermdéglicht die Ausfihrung von Batch-Computing-Workloads auf dem AWS
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Cloud, einschlieB3lich High Performance Computing (HPC), Machine Learning (ML) und anderen
asynchronen Workloads. AWS Batch passt die Gréf3e der Instanzen automatisch und dynamisch auf
der Grundlage der Anforderungen an die Arbeitsressourcen an. Weitere Informationen finden Sie
unter Was ist AWS Batch? im AWS Batch Benutzerhandbuch.

FSx for Lustre lasst sich in integrieren AWS ParallelCluster. AWS ParallelCluster ist ein AWS
unterstutztes Open-Source-Cluster-Management-Tool, das zur Bereitstellung und Verwaltung von
HPC-Clustern verwendet wird. Es kann automatisch Dateisysteme FSx fur Lustre erstellen oder
vorhandene Dateisysteme wahrend des Clustererstellungsprozesses verwenden.

Sicherheit und Compliance

FSx Fir Lustre-Dateisysteme wird die Verschliisselung im Ruhezustand und bei der Ubertragung
unterstitzt. Amazon verschlisselt Dateisystemdaten im Ruhezustand FSx automatisch

mithilfe von Schlisseln, die in AWS Key Management Service (AWS KMS) verwaltet werden.
Ubertragene Daten werden in bestimmten Dateisystemen auch automatisch verschliisselt,
AWS-Regionen wenn sie Uber unterstitzte EC2 Amazon-Instances abgerufen werden. Weitere
Informationen zur Datenverschlisselung in FSx Lustre, einschlieBlich Informationen dariber, AWS-
Regionen wo die Verschliisselung von Daten bei der Ubertragung unterstiitzt wird, finden Sie
unterDatenverschlisselung in Amazon FSx for Lustre. Amazon FSx wurde auf die Einhaltung der
ISO-, PCI-DSS- und SOC-Zertifizierungen geprift und ist HIPAA-fahig. Weitere Informationen finden
Sie unter Sicherheit bei Amazon FSx for Lustre.

Annahmen

In diesem Leitfaden gehen wir von den folgenden Annahmen aus:

* Wenn Sie Amazon Elastic Compute Cloud (Amazon EC2) verwenden, gehen wir davon aus, dass
Sie mit diesem Service vertraut sind. Weitere Informationen zur Verwendung von Amazon EC2
finden Sie in der EC2 Amazon-Dokumentation.

» Wir gehen davon aus, dass Sie mit der Verwendung von Amazon Virtual Private Cloud (Amazon
VPC) vertraut sind. Weitere Informationen zur Verwendung von Amazon VPC finden Sie im
Amazon VPC-Benutzerhandbuch.

« Wir gehen davon aus, dass Sie die Regeln fur die Standardsicherheitsgruppe fur lhre VPC, die auf
dem Amazon VPC-Service basiert, nicht geandert haben. Falls ja, stellen Sie sicher, dass Sie die
erforderlichen Regeln hinzufiigen, um Netzwerkverkehr von Ihrer EC2 Amazon-Instance zu Ihrem
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Amazon FSx for Lustre-Dateisystem zuzulassen. Weitere Details finden Sie unter Zugriffskontrolle
fur Dateisysteme mit Amazon VPC.

Preise fur Amazon FSx for Lustre

Bei Amazon FSx for Lustre fallen keine Hardware- oder Softwarekosten im Voraus an. Sie zahlen
nur fur die genutzten Ressourcen, ohne Mindestverpflichtungen, Einrichtungskosten oder zusatzliche
Gebulhren. Informationen zu den Preisen und Gebuhren im Zusammenhang mit dem Service finden
Sie unter Amazon FSx for Lustre Pricing.

Foren von Amazon FSx for Lustre

Wenn Sie bei der Nutzung von Amazon FSx for Lustre auf Probleme stol3en, schauen Sie in den
Foren nach.

Verwenden Sie Amazon FSx for Lustre zum ersten Mal?

Wenn Sie Amazon FSx for Lustre zum ersten Mal verwenden, empfehlen wir Ihnen, die folgenden
Abschnitte der Reihe nach zu lesen:

1. Wenn Sie bereit sind, Ihr erstes Amazon FSx for Lustre-Dateisystem zu erstellen, versuchen Sie
esErste Schritte mit Amazon FSx for Lustre.

2. Informationen zur Leistung finden Sie unter Leistung von Amazon FSx for Lustre.

3. Informationen zum Verknlpfen lhres Dateisystems mit einem Amazon S3 S3-Bucket-Daten-
Repository finden Sie unterVerwenden von Datenrepositorys mit Amazon FSx for Lustre.

4. Sicherheitsinformationen FSx zu Amazon for Lustre finden Sie unterSicherheit bei Amazon FSx for
Lustre.

5. Informationen zu den Skalierbarkeitsgrenzen von Amazon FSx for Lustre, einschlieRlich Durchsatz
und Dateisystemgrofe, finden Sie unterServicekontingente fur Amazon FSx for Lustre.

6. Informationen zur Amazon FSx for Lustre-API finden Sie in der Amazon FSx for Lustre-API-
Referenz.
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Einrichten von Amazon FSx for Lustre

Bevor Sie Amazon FSx for Lustre zum ersten Mal verwenden, mussen Sie die Aufgaben im

Bei Amazon Web Services registrieren Abschnitt abschlieien. Um das Tutorial Erste Schritte
abzuschlieRen, stellen Sie sicher, dass der Amazon S3 S3-Bucket, den Sie mit Ihrem Dateisystem
verknlpfen, Uber die unter aufgefihrten Berechtigungen verflugtHinzufligen von Berechtigungen zur
Verwendung von Datenrepositorys in Amazon S3.

Themen

* Bei Amazon Web Services registrieren

» Hinzufigen von Berechtigungen zur Verwendung von Datenrepositorys in Amazon S3

* Wie FSx pruft Lustre den Zugriff auf verknipfte S3-Buckets

* Nachster Schritt

Bei Amazon Web Services registrieren

Flhren Sie zur AWS Einrichtung die folgenden Aufgaben aus:

1. Melde dich an fir eine AWS-Konto

2. Erstellen eines Benutzers mit Administratorzugriff

Melde dich an fur eine AWS-Konto

Wenn Sie noch keine haben AWS-Konto, fihren Sie die folgenden Schritte aus, um eine zu erstellen.
Um sich fUr eine anzumelden AWS-Konto

1. Offnen Sie https://portal.aws.amazon.com/billing/die Anmeldung.

2. Folgen Sie den Online-Anweisungen.

Wahrend der Anmeldung erhalten Sie einen Telefonanruf oder eine Textnachricht und mussen
einen Verifizierungscode Uber die Telefontasten eingeben.

Wenn Sie sich fur eine anmelden AWS-Konto, Root-Benutzer des AWS-Kontoswird eine erstellt.
Der Root-Benutzer hat Zugriff auf alle AWS-Services und Ressourcen des Kontos. Als bewéhrte
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Sicherheitsmethode weisen Sie einem Benutzer Administratorzugriff zu und verwenden Sie nur
den Root-Benutzer, um Aufgaben auszufuhren, die Root-Benutzerzugriff erfordern.

AWS sendet lhnen nach Abschluss des Anmeldevorgangs eine Bestatigungs-E-Mail. Du kannst
jederzeit deine aktuellen Kontoaktivitaten einsehen und dein Konto verwalten, indem du zu https://
aws.amazon.com/gehst und Mein Konto auswahlst.

Erstellen eines Benutzers mit Administratorzugriff

Nachdem Sie sich fiur einen angemeldet haben AWS-Konto, sichern Sie Ihren Root-Benutzer des
AWS-Kontos AWS IAM lIdentity Center, aktivieren und erstellen Sie einen Administratorbenutzer,
sodass Sie den Root-Benutzer nicht fir alltagliche Aufgaben verwenden.

Sichern Sie lhre Root-Benutzer des AWS-Kontos

1.  Melden Sie sich AWS-Managementkonsoleals Kontoinhaber an, indem Sie Root-Benutzer
auswahlen und Ihre AWS-Konto E-Mail-Adresse eingeben. Geben Sie auf der nachsten Seite |hr
Passwort ein.

Hilfe bei der Anmeldung mit dem Root-Benutzer finden Sie unter Anmelden als Root-Benutzer im
AWS-Anmeldung Benutzerhandbuch zu.

2. Aktivieren Sie die Multi-Faktor-Authentifizierung (MFA) fir den Root-Benutzer.

Anweisungen finden Sie unter Aktivieren eines virtuellen MFA-Gerats fur lhren AWS-Konto Root-
Benutzer (Konsole) im IAM-Benutzerhandbuch.

Erstellen eines Benutzers mit Administratorzugriff

1. Aktivieren Sie das IAM Identity Center.

Anweisungen finden Sie unter Aktivieren AWS IAM Identity Center im AWS IAM ldentity Center
Benutzerhandbuch.

2. Gewahren Sie einem Administratorbenutzer im IAM Identity Center Benutzerzugriff.

Ein Tutorial zur Verwendung von IAM-Identity-Center-Verzeichnis als Identitatsquelle finden
Sie IAM-Identity-Center-Verzeichnis im Benutzerhandbuch unter Benutzerzugriff mit der
Standardeinstellung konfigurieren.AWS |IAM Identity Center
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Anmelden als Administratorbenutzer

. Um sich mit Ihrem IAM-Identity-Center-Benutzer anzumelden, verwenden Sie die Anmelde-URL,
die an lhre E-Mail-Adresse gesendet wurde, als Sie den IAM-Identity-Center-Benutzer erstellt
haben.

Hilfe bei der Anmeldung mit einem |IAM ldentity Center-Benutzer finden Sie im AWS-Anmeldung

Benutzerhandbuch unter Anmeldung beim AWS Access-Portal.

Weiteren Benutzern Zugriff zuweisen

1. Erstellen Sie im IAM-Identity-Center einen Berechtigungssatz, der den bewahrten
Vorgehensweisen fur die Anwendung von geringsten Berechtigungen folgt.

Anweisungen hierzu finden Sie unter Berechtigungssatz erstellen im AWS IAM Identity Center
Benutzerhandbuch.

2. Weisen Sie Benutzer einer Gruppe zu und weisen Sie der Gruppe dann Single Sign-On-Zugriff
Zu.

Eine genaue Anleitung finden Sie unter Gruppen hinzufigen im AWS IAM Identity Center
Benutzerhandbuch.

Hinzufligen von Berechtigungen zur Verwendung von
Datenrepositorys in Amazon S3

Amazon FSx for Lustre ist tief in Amazon S3 integriert. Diese Integration bedeutet, dass
Anwendungen, die auf Ihr FSx for Lustre-Dateisystem zugreifen, auch nahtlos auf die Objekte
zugreifen kdnnen, die in lhrem verknipften Amazon S3 S3-Bucket gespeichert sind. Weitere
Informationen finden Sie unter Verwenden von Datenrepositorys mit Amazon FSx for Lustre.

Um Datenrepositorys verwenden zu kénnen, missen Sie Amazon FSx for Lustre zunachst bestimmte
IAM-Berechtigungen in einer Rolle gewahren, die mit dem Konto fir lhren Administratorbenutzer
verknupft ist.

Um mithilfe der Konsole eine Inline-Richtlinie fir eine Rolle einzubetten

1.  Melden Sie sich bei der an AWS-Managementkonsole und 6ffnen Sie die IAM-Konsole unter
https://console.aws.amazon.com/iam/.
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2. Wahlen Sie im Navigationsbereich Rollen.

3. Wahlen Sie in der Liste den Namen der Rolle aus, in die Sie die Richtlinie integrieren méchten.
4. Wahlen Sie die Registerkarte Berechtigungen.
5

Scrollen Sie auf der Seite nach unten und klicken Sie auf Add inline policy.

® Note

Sie kénnen eine Inline-Richtlinie nicht in eine serviceverkntipfte Rolle in IAM einbetten.
Da der verknlpfte Service definiert, ob Sie die Berechtigungen der Rolle andern kénnen,
sind Sie mdglicherweise in der Lage, zusatzliche Richtlinien von der Service-Konsole,
einer APl oder der AWS CLI aus hinzuzufligen. Informationen zur Dokumentation der
dienstbezogenen Rolle fir einen Dienst finden Sie unter AWS Dienste, die mit IAM
funktionieren. Wahlen Sie dort in der Spalte ,Dienstverknlpfte Rolle“ fir Ihren Service die
Option Ja aus.

6. Wahlen Sie Richtlinien mit dem Visual Editor erstellen

7. Fugen Sie die folgende Erklarung zur Berechtigungsrichtlinie hinzu.

JSON

"Version":"2012-10-17",
"Statement": {
"Effect": "Allow",
"Action": [
"jiam:CreateServicelLinkedRole",
"iam:AttachRolePolicy",
"iam:PutRolePolicy"
]I
"Resource": "arn:aws:iam::*:role/aws-service-role/s3.data-
source.lustre.fsx.amazonaws.com/*"

}
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Nachdem Sie eine Inline-Richtlinie erstellt haben, wird sie automatisch in Ihre Rolle eingebettet.
Weitere Informationen zu serviceverkniipften Rollen finden Sie unter Verwenden von
serviceverknupften Rollen fur Amazon FSx.

Wie FSx pruft Lustre den Zugriff auf verknlpfte S3-Buckets

Wenn die IAM-Rolle, mit der Sie das FSx for Lustre-Dateisystem erstellen, nicht Gber die
iam:PutRolePolicy Berechtigungen iam:AttachRolePolicy und verflgt, FSx pruft Amazon,
ob es lhre S3-Bucket-Richtlinie aktualisieren kann. Amazon FSx kann Ihre Bucket-Richtlinie
aktualisieren, wenn in lhrer IAM-Rolle die s3:PutBucketPolicy Erlaubnis enthalten ist, dem FSx
Amazon-Dateisystem den Import oder Export von Daten in lhren S3-Bucket zu erméglichen. Wenn
Amazon die Bucket-Richtlinie &ndern darf, FSx fligt Amazon der Bucket-Richtlinie die folgenden
Berechtigungen hinzu:

* s3:AbortMultipartUpload

* s3:DeleteObject

* s3:PutObject

* s3:Get*

 s3:List*

* s3:PutBucketNotification

* s3:PutBucketPolicy

* s3:DeleteBucketPolicy

Wenn Amazon die Bucket-Richtlinie nicht andern FSx kann, wird geprtft, ob die bestehende Bucket-
Richtlinie Amazon FSx Zugriff auf den Bucket gewahrt.

Wenn all diese Optionen fehlschlagen, schlagt die Anforderung zur Erstellung des Dateisystems
fehl. Das folgende Diagramm veranschaulicht die Prufungen, die Amazon bei FSx der Bestimmung
durchfihrt, ob ein Dateisystem auf den S3-Bucket zugreifen kann, mit dem es verknUpft werden soll.
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Create
Amazon FSx for Lustre iam:PutRolePolicy
file system linked to an iam:AttachRolePolicy

53 bucket permissions?

Role has
s3:PutBucketPolicy
so Amazon F5x can

modify bucket
policy?

Amazon F5x
has access
to bucket?

Unable to Success -
create Lustre create Lustre
file system file system

Nachster Schritt

Anweisungen zum Erstellen Ihrer Amazon Erste Schritte mit Amazon FSx for Lustre FSx for Lustre-
Ressourcen finden Sie unter Erste Schritte mit der NutzungFSx for Lustre.
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Erste Schritte mit Amazon FSx for Lustre

Im Folgenden erfahren Sie, wie Sie mit Amazon FSx for Lustre beginnen kénnen. Diese Schritte
fUhren Sie durch die Erstellung eines Amazon FSx for Lustre-Dateisystems und den Zugriff
darauf von Ihren Compute-Instances aus. Optional zeigen sie, wie Sie Ihr Amazon FSx for
Lustre-Dateisystem verwenden kénnen, um die Daten in lhrem Amazon S3 S3-Bucket mit |hren
dateibasierten Anwendungen zu verarbeiten.

Diese Ubung ,Erste Schritte“ umfasst die folgenden Schritte.

Themen

* Voraussetzungen

+ Schritt 1: Erstellen Sie Ihr FSx for Lustre-Dateisystem

+ Schritt 2: Installieren und konfigurieren Sie den Lustre Client

+ Schritt 3: Mounten Sie das Dateisystem
» Schritt 4: Fihren Sie Ihren Workflow aus

» Schritt 5: Bereinigen von -Ressourcen

Voraussetzungen

Um diese Ubung ,Erste Schritte* durchfiihren zu kénnen, benétigen Sie Folgendes:

+ Ein AWS Konto mit den erforderlichen Berechtigungen, um ein Amazon FSx for Lustre-Dateisystem
und eine EC2 Amazon-Instance zu erstellen. Weitere Informationen finden Sie unter Einrichten von

Amazon FSx for Lustre.

» Erstellen Sie eine Amazon VPC-Sicherheitsgruppe, die mit lnrem FSx for Lustre-Dateisystem
verknlpft werden soll, und andern Sie sie nach der Erstellung des Dateisystems nicht. Weitere
Informationen finden Sie unter So erstellen Sie eine Sicherheitsgruppe fur Ihr FSx Amazon-

Dateisystem.
* Eine EC2 Amazon-Instance, auf der eine unterstltzte Linux-Version in lhrer Virtual Private Cloud

(VPC) ausgefiihrt wird, die auf dem Amazon VPC-Service basiert. Fir diese Ubung ,Erste Schritte*
empfehlen wir die Verwendung von Amazon Linux 2023. Sie installieren den Lustre Client auf
dieser EC2 Instance und mounten dann Ihr FSx for Lustre-Dateisystem auf der EC2 Instance.
Weitere Informationen zum Erstellen einer EC2 Instance finden Sie unter Erste Schritte: Starten

einer Instance oder Starten Sie lhre Instance im EC2 Amazon-Benutzerhandbuch.
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Neben Amazon Linux 2023 untersttitzt der Lustre Client die Betriebssysteme Amazon Linux 2, Red
Hat Enterprise Linux (RHEL), CentOS, Rocky Linux, SUSE Linux Enterprise Server und Ubuntu.
Weitere Informationen finden Sie unter LustreDateisystem- und Client-Kernel-Kompatibilitat.

Beachten Sie beim Erstellen Ihrer EC2 Amazon-Instance fiir diese Ubung ,Erste Schritte®
Folgendes:

» Wir empfehlen, dass Sie lhre Instance in |hrer Standard-VPC erstellen.

» Wir empfehlen, dass Sie bei der Erstellung lhrer EC2 Instance die Standardsicherheitsgruppe
verwenden.

Ermitteln Sie, welche Art von Amazon FSx for Lustre-Dateisystem Sie erstellen mdchten, ob es
sich um ein Scratch-Dateisystem oder ein persistentes Dateisystem handelt. Weitere Informationen
finden Sie unter Bereitstellungs- und Speicherklassenoptionen FSx fir Lustre-Dateisysteme.

Jedes FSx for Lustre-Dateisystem benétigt eine IP-Adresse fir jeden Metadatenserver (MDS)
und eine IP-Adresse fur jeden Speicherserver (OSS). Weitere Informationen finden Sie unter IP-
Adressen fur Dateisysteme.

Ein Amazon S3 S3-Bucket, in dem die Daten gespeichert werden, die Ihr Workload verarbeiten
soll. Der S3-Bucket wird das verknupfte dauerhafte Daten-Repository fir Ihr FSx for Lustre-
Dateisystem sein.

Schritt 1: Erstellen Sie Ihr FSx for Lustre-Dateisystem

Sie erstellen Ihr Dateisystem in der FSx Amazon-Konsole. Beachten Sie, dass alle FSx for Lustre-
Dateisysteme auf Lustre Version 2.15 basieren, wenn sie mit der FSx Amazon-Konsole erstellt
wurden.

So erstellen Sie lhr -Dateisystem:

1.
2.

Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

Wahlen Sie im Dashboard die Option Dateisystem erstellen, um den Assistenten zur
Dateisystemerstellung zu starten.

Wahlen Sie FSx for Lustreund anschlielRend Weiter, um die Seite ,Dateisystem erstellen’
aufzurufen.

Beginnen Sie Ihre Konfiguration mit dem Abschnitt Dateisystemdetails.
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4.

Geben Sie im Feld Dateisystemname-optional einen Namen fir lhr Dateisystem ein. Sie kbnnen
bis zu 256 Unicode-Buchstaben, Leerzeichen und Zahlen sowie die Sonderzeichen + - =, _:/
verwenden.

Wabhlen Sie fir Bereitstellung und Speicherklasse eine der folgenden Optionen aus:

» Wahlen Sie Persistent, SSD fur langerfristige Speicherung und fir latenzempfindliche
Workloads. Bei SSD-Speicher wird Ihnen die Menge an Speicher in Rechnung gestellt, die Sie
bereitstellen.

Wabhlen Sie optional mit aktiviertem EFA, um die Elastic Fabric Adapter (EFA) -Unterstitzung
fur das Dateisystem zu aktivieren. Weitere Informationen zu EFA finden Sie unter. Arbeiten mit
EFA-fahigen Dateisystemen

« Wahlen Sie Persistent, Intelligent-Tiering fur eine Iangerfristige Speicherung. Die Intelligent-
Tiering-Speicherklasse bietet vollstandig elastischen, kostenglnstigen Speicher, der fur
die meisten Workloads geeignet ist, sowie einen optionalen SSD-Lesecache, der SSD-
Latenzen fur Lesevorgange von Daten bietet, auf die haufig zugegriffen wird. Bei Intelligent-
Tiering werden lhnen die von Ihnen gespeicherten Daten je nach GroRRe lhres Datensatzes in
Rechnung gestellt, und Sie missen keine Dateisystemgrofie angeben.

Wahlen Sie optional mit aktiviertem EFA, um die Elastic Fabric Adapter (EFA) -Unterstitzung
fur das Dateisystem zu aktivieren.

» Wahlen Sie Scratch, SSD-Bereitstellung fiur die temporare Speicherung und kurzfristigere
Verarbeitung von Daten. Bei SSD-Speicher wird Ihnen die Menge an Speicher in Rechnung
gestellt, die Sie bereitstellen.

Wabhlen Sie die Durchsatzmenge flr Ihr Dateisystem aus. Sie zahlen den Durchsatz, den Sie
bereitstellen.

« Wahlen Sie fur persistenten SSD-Speicher einen Wert flr Durchsatz pro Speichereinheit. Der
Durchsatz pro Speichereinheit ist die Menge des Lese- und Schreibdurchsatzes fir jedes
bereitgestellte 1 Tebibyte (TiB) an Speicher.

» Wahlen Sie fur Scratch-SSD-Speicher einen Wert fir Durchsatz pro Speichereinheit.
« Wahlen Sie fur Intelligent-Tiering-Speicher einen Wert fur die Durchsatzkapazitat.

Geben Sie unter Speicherkapazitat (nur SSD-Speicherklasse) die Speicherkapazitat fur lhr
Dateisystem in TB an:

» FUr einen dauerhaften SSD-Bereitstellungstyp legen Sie diesen Wert auf einen Wert von 1,2
TiB, 2,4 TiB oder in Schritten von 2,4 TiB fest.
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10.

11.

» Fur einen EFA-fahigen, persistenten SSD-Bereitstellungstyp legen Sie diesen Wert in Schritten
von 4,8 TiB, 9,6 TiB, 19,2 TiB und 38,4 TiB fir die Durchsatzstufen 1000, 500, 250 bzw. 125
TiB fest. MBps

Sie kénnen die Speicherkapazitat nach Bedarf erhdhen, nachdem Sie das Dateisystem erstellt
haben. Weitere Informationen finden Sie unter Verwaltung der Speicherkapazitat.

Wabhlen Sie fir die Metadatenkonfiguration eine der folgenden Optionen, um die Anzahl der
Metadaten-IOPS fir Ihr Dateisystem bereitzustellen:

» Wahlen Sie Automatisch (nur SSD-Speicherklasse), wenn Amazon FSx for Lustre die
Metadaten-IOPS auf lnrem Dateisystem basierend auf der Speicherkapazitat Ihres
Dateisystems automatisch bereitstellen und skalieren soll.

» Wahlen Sie Benutzerbereitgestellt, wenn Sie die Anzahl der Metadaten-IOPS angeben
mdchten, die fur lhr Dateisystem mit SSD- oder Intelligent-Tiering-Speicherklasse bereitgestellt
werden sollen. Gultige Werte sind:

* Fur SSD-Dateisysteme sind die Werte,, 1500 30006000, 12000 und ein Vielfaches von bis
zu einem Maximum von gultig. 12000 192000

» Far Intelligent-Tiering-Dateisysteme sind die gultigen Werte und. 6000 12000

Weitere Informationen zu Metadaten-IOPS finden Sie unter. LustreKonfiguration der Metadaten-
Leistung

Wabhlen Sie flir den SSD-Lesecache (nur Intelligent-Tiering) entweder Automatisch (proportional
zur Durchsatzkapazitat) oder Benutzerdefiniert (vom Benutzer bereitgestellt). Mit der Option
Automatisch wahlt Amazon FSx for Lustre automatisch eine Lese-Cache-GrdlRe, die auf

Ihrem bereitgestellten Durchsatz basiert. Wenn Sie die ungefahre GroRe lhres aktiven
Arbeitsdatensatzes kennen, kdnnen Sie Benutzerdefiniert auswahlen, um die Gré3e des SSD-
Lesecaches anzupassen. Weitere Informationen finden Sie unter Verwaltung des bereitgestellten
SSD-Lesecache.

Wabhlen Sie als Datenkomprimierungstyp die Option KEINE aus, um die Datenkomprimierung
zu deaktivieren, oder wahlen Sie LZ4, ob die Datenkomprimierung mit dem LZ4 Algorithmus
aktiviert werden soll. Weitere Informationen finden Sie unter LustreDatenkomprimierung.

Geben Sie im Abschnitt Netzwerk und Sicherheit die folgenden Informationen zu Netzwerken
und Sicherheitsgruppen ein:
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» Wahlen Sie fur Virtual Private Cloud (VPC) die VPC aus, die Sie Ihrem Dateisystem zuordnen
mochten. Wahlen Sie fiir diese Ubung ,Erste Schritte dieselbe VPC aus, die Sie fiir Ihre EC2
Amazon-Instance ausgewahlt haben.

» Fur VPC-Sicherheitsgruppen sollte die ID fiir die Standardsicherheitsgruppe fir Ihre VPC
bereits hinzugefiigt sein.

Wenn Sie nicht die Standardsicherheitsgruppe verwenden, stellen Sie sicher, dass der
Sicherheitsgruppe, die Sie fiir diese Ubung mit den ersten Schritten verwenden, die folgende
Regel fir eingehende Nachrichten hinzugefligt wird.

Typ Protocol Port-Bereich Quelle Beschreibung
(Protokoll)

Alle TCP TCP 0-65535 Benutzerd Regel flr
efiniert eingehenden
the_ID_of Lustre Verkehr
_this_sec
urity_gro
up

/A Important

+ Stellen Sie sicher, dass die von Ihnen verwendete Sicherheitsgruppe den
Konfigurationsanweisungen unter folgt. Zugriffskontrolle fur Dateisysteme mit
Amazon VPC Sie mussen die Sicherheitsgruppe so einrichten, dass eingehender
Datenverkehr Uber die Ports 988 und 1018-1023 von der Sicherheitsgruppe selbst
oder vom vollstandigen Subnetz-CIDR zugelassen wird, was erforderlich ist, damit
die Dateisystem-Hosts miteinander kommunizieren kénnen.

* Wenn Sie ein EFA-fahiges Dateisystem erstellen, stellen Sie sicher, dass Sie eine
EFA-fahige Sicherheitsgruppe angeben.

« Wahlen Sie fur Subnetz einen beliebigen Wert aus der Liste der verfligbaren Subnetze aus.

12. Fir den Bereich Verschlisselung hangen die verfligbaren Optionen davon ab, welchen
Dateisystemtyp Sie erstellen:
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13.

14.

» FUr ein persistentes Dateisystem kdnnen Sie einen AWS Key Management Service (AWS
KMS) Verschlisselungsschlissel wahlen, um die Daten in lhrem Dateisystem im Ruhezustand
zu verschlusseln.

» Bei einem Scratch-Dateisystem werden Daten im Ruhezustand mit Schltsseln verschlisselt,
die von verwaltet werden AWS.

» Bei Scratch-2-Dateisystemen und persistenten Dateisystemen werden Ubertragene Daten
automatisch verschlisselt, wenn von einem unterstitzten EC2 Amazon-Instance-Typ auf das
Dateisystem zugegriffen wird. Weitere Informationen finden Sie unter Verschlisseln von Daten

wahrend der Ubertragung.

Im optionalen Abschnitt Datenrepository-Import/Export ist die Verknlpfung Ihres Dateisystems
mit Amazon S3 S3-Datenrepositorys standardmafig deaktiviert. Informationen zur Aktivierung
dieser Option und zum Erstellen einer Datenrepository-Zuordnung zu einem vorhandenen S3-
Bucket finden Sie unter. Um einen S3-Bucket beim Erstellen eines Dateisystems (Konsole) zu

verknupfen

/A Important

* Wenn Sie diese Option auswahlen, werden auch Backups deaktiviert, sodass Sie
wahrend der Erstellung des Dateisystems keine Backups aktivieren konnen.

» Wenn Sie ein oder mehrere Amazon FSx for Lustre-Dateisysteme mit einem Amazon
S3 S3-Bucket verkniipfen, [6schen Sie den Amazon S3 S3-Bucket erst, wenn alle
verknlpften Dateisysteme geléscht wurden.

* Intelligent-Tiering-Dateisysteme unterstutzen keine Verknupfung mit Amazon S3 S3-
Datenrepositorys.

Bei der optionalen Protokollierung ist die Protokollierung standardmaRig aktiviert. Wenn diese
Option aktiviert ist, werden Fehler und Warnungen fir Datenrepository-Aktivitaten in lhrem
Dateisystem in Amazon CloudWatch Logs protokolliert. Informationen zur Konfiguration der
Protokollierung finden Sie unterVerwaltung der Protokollierung.

15. Unter Backup und Wartung optional kbnnen Sie Folgendes tun.

» Deaktivieren Sie das tagliche automatische Backup. Diese Option ist standardmaRig aktiviert,
sofern Sie den Import/Export von Data Repository nicht aktiviert haben.

* Legen Sie die Startzeit flr das tagliche automatische Backup-Fenster fest.

» Legen Sie den Aufbewahrungszeitraum fir automatische Backups auf 1 bis 35 Tage fest.
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» Legen Sie die Startzeit flr das wochentliche Wartungsfenster fest, oder behalten Sie die
Standardeinstellung Keine Praferenz bei.

Weitere Informationen erhalten Sie unter Schutzen Sie lhre Daten mit Backups und
Wartungsfenster FSx von Amazon for Lustre.

16. Bei der optionalen Option Root Squash ist Root Squash standardmal3ig deaktiviert.
Informationen zur Aktivierung und Konfiguration von Root Squash finden Sie unter. Um Root
Squash beim Erstellen eines Dateisystems (Konsole) zu aktivieren

17. Erstellen Sie alle Tags, die Sie auf Ihr Dateisystem anwenden méochten.
18. Wahlen Sie Weiter, um die Ubersichtsseite ,Dateisystem erstellen” aufzurufen.

19. Uberpriifen Sie die Einstellungen fiir Inr Amazon FSx for Lustre-Dateisystem und wahlen Sie
Dateisystem erstellen.

Nachdem Sie |hr Dateisystem erstellt haben, notieren Sie sich den vollstandig qualifizierten
Domainnamen und den Mount-Namen fir einen spateren Schritt. Sie kdnnen den vollqualifizierten
Domanennamen und den Mount-Namen fir ein Dateisystem finden, indem Sie den Namen des
Dateisystems im Dateisystem-Dashboard auswahlen und dann Anhangen wahlen.

Schritt 2: Installieren und konfigurieren Sie den Lustre Client

Bevor Sie von lhrer EC2 Amazon-Instance aus auf Ihr Amazon FSx for Lustre-Dateisystem zugreifen
kdnnen, mussen Sie wie folgt vorgehen:

+ Stellen Sie sicher, dass lhre EC2 Instance die Mindestanforderungen an den Kernel erfullt.
+ Aktualisieren Sie den Kernel bei Bedarf.

» Laden Sie den Lustre Client herunter und installieren Sie ihn.

Um die Kernel-Version zu Uberprifen und den Lustre Client herunterzuladen

1. Offnen Sie ein Terminalfenster auf lhrer EC2 Instance.

2. Ermitteln Sie, welcher Kernel derzeit auf Ihrer Compute-Instance lauft, indem Sie den folgenden
Befehl ausfuhren.

uname -r

Installieren Sie den Lustre Client 19



FSx fur Lustre Lustre-Benutzerhandbuch

3. Fuhren Sie eine der folgenden Aktionen aus:

* Wenn der Befehl 6.1.79-99.167.amzn2023 . x86_64 fir x86-basierte EC2 Instances
6.1.79-99.167.amzn2023.aaxrch64 oder hoher fir Graviton2-basierte EC2 Instances
zurtickgegeben wird, laden Sie den Client mit dem Lustre folgenden Befehl herunter und
installieren Sie ihn.

sudo dnf install -y lustre-client

* Wenn der Befehl weniger als 6.1.79-99.167.amzn2023. x86_64 fliir x86-basierte EC2
Instances oder weniger als 6.1.79-99.167.amzn2023. aarch64 fir Graviton2-basierte
Instances zurlickgibt, aktualisieren Sie den Kernel und starten Sie lhre EC2 EC2 Amazon-
Instance neu, indem Sie den folgenden Befehl ausfihren.

sudo dnf -y update kernel && sudo reboot

Bestatigen Sie mit dem Befehl, dass der Kernel aktualisiert wurde. uname -r Laden Sie dann
den Lustre Client herunter und installieren Sie ihn wie oben beschrieben.

Hinweise zur Installation des Lustre Clients auf anderen Linux-Distributionen finden Sie unterDen
Client installieren Lustre.

Schritt 3: Mounten Sie das Dateisystem

Um lhr Dateisystem zu mounten, erstellen Sie ein Bereitstellungsverzeichnis oder einen
Einhangepunkt, hangen das Dateisystem dann auf Inrem Client ein und stellen sicher, dass lhr Client
auf das Dateisystem zugreifen kann.

Um lhr Dateisystem zu mounten

1. Erstellen Sie ein Verzeichnis fur den Mountingpunkt mit dem folgenden Befehl.

sudo mkdir -p /mnt/fsx

2. Hangen Sie das Amazon FSx for Lustre-Dateisystem in das Verzeichnis ein, das Sie erstellt
haben. Verwenden Sie den folgenden Befehl und ersetzen Sie die folgenden Elemente:
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« file_system_dns_nameErsetzen Sie es durch den tatsachlichen DNS-Namen (Domain
Name System) des Dateisystems.

* mountnameErsetzen Sie ihn durch den Mount-Namen des Dateisystems, den Sie
erhalten kénnen, indem Sie den describe-file-systems AWS CLI Befehl oder die
DescribeFileSystemsAPI-Operation ausfihren.

sudo mount -t lustre -o relatime,flock file_system_dns_name@tcp:/mountname /mnt/fsx

Dieser Befehl mountet Ihr Dateisystem mit zwei Optionen -0 relatime undflock:

+ relatime— Die atime Option verwaltet zwar Daten atime (Inode-Zugriffszeiten) fir jeden
Dateizugriff, aber die relatime Option verwaltet auch atime Daten, jedoch nicht fir jeden
Dateizugriff. Wenn die relatime Option aktiviert ist, atime werden Daten nur dann auf
die Festplatte geschrieben, wenn die Datei seit der atime letzten Aktualisierung (mtime)
geandert wurde oder wenn der letzte Zugriff auf die Datei vor mehr als einer bestimmten
Zeit (standardmafig 6 Stunden) stattgefunden hat. Wenn Sie entweder die atime Option
relatime oder verwenden, werden die Dateifreigabeprozesse optimiert.

(® Note

Wenn Ihr Workload eine genaue Genauigkeit der Zugriffszeit erfordert, kdnnen Sie das
Mounten mit der Option atime mount durchflhren. Dies kann sich jedoch negativ auf
die Leistung der Arbeitslast auswirken, da der Netzwerkverkehr erhoht wird, der zur
Einhaltung genauer Werte flir die Zugriffszeit erforderlich ist.

Wenn Ihr Workload keine Zugriffszeit fir Metadaten erfordert, kann die Verwendung
der noatime Mount-Option zur Deaktivierung von Aktualisierungen der Zugriffszeit

zu einer Leistungssteigerung fuhren. Beachten Sie, dass atime zielgerichtete
Prozesse wie die Freigabe von Dateien oder die Freigabe von Datenvaliditat bei ihrer
Veroffentlichung ungenau sein kénnen.

« flock— Aktiviert das Sperren von Dateien fir lhr Dateisystem. Wenn Sie nicht méchten, dass
das Sperren von Dateien aktiviert wird, verwenden Sie den mount Befehl ohneflock.

3. Stellen Sie sicher, dass der Befehl mount erfolgreich war, indem Sie den Inhalt des
Verzeichnisses auflisten, in das Sie das Dateisystem /mnt/fsx gemountet haben. Verwenden
Sie dazu den folgenden Befehl.
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1s /mnt/fsx
import-path lustre

$

Sie kdnnen auch den folgenden df Befehl verwenden.

df

Filesystem 1K-blocks Used Available Use% Mounted on
devtmpf 1001808 0 1001808 0% /dev

tmpfs 1019760 0 1019760 0% /dev/shm

tmpfs 1019760 392 1019368 1% /run

tmpfs 1019760 0 1019760 0% /sys/fs/cgroup
/dev/xvdal 8376300 1263180 7113120 16% /
123.456.789.0@tcp:/mountname 3547698816 13824 3547678848 1% /mnt/fsx

tmpfs 203956 0 203956 0% /run/user/1000

Die Ergebnisse zeigen, dass das FSx Amazon-Dateisystem gemountet iston /mnt/fsx.

Schritt 4: Fihren Sie lhren Workflow aus

Nachdem |hr Dateisystem nun erstellt und auf einer Recheninstanz bereitgestellt wurde, kdnnen Sie
es verwenden, um lhren Hochleistungs-Rechen-Workload auszufthren.

Sie kénnen eine Datenrepository-Zuordnung erstellen, um lhr Dateisystem mit einem Amazon S3 S3-
Daten-Repository zu verknupfen. Weitere Informationen finden Sie unterlhr Dateisystem mit einem
Amazon S3 S3-Bucket verknupfen.

Nachdem Sie |hr Dateisystem mit einem Amazon S3 S3-Daten-Repository verknlpft haben, kdnnen
Sie Daten, die Sie in Ihr Dateisystem geschrieben haben, jederzeit wieder in Ihren Amazon S3 S3-
Bucket exportieren. Fihren Sie von einem Terminal auf einer Ihrer Compute-Instances den folgenden
Befehl aus, um eine Datei in lnren Amazon S3 S3-Bucket zu exportieren.

sudo 1fs hsm_archive file_name

Weitere Informationen dartber, wie Sie diesen Befehl schnell flr einen Ordner oder eine grol3e
Sammlung von Dateien ausfihren kénnen, finden Sie unterExportieren von Dateien mithilfe von
HSM-Befehlen.
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Schritt 5: Bereinigen von -Ressourcen

Nachdem Sie diese Ubung abgeschlossen haben, sollten Sie die folgenden Schritte ausfilhren, um
Ihre Ressourcen zu bereinigen und Ihr AWS Konto zu schitzen.

So bereinigen Sie Ressourcen

1. Wenn Sie einen endgultigen Export durchfihren méchten, fuhren Sie den folgenden Befehl aus.

nohup find /mnt/fsx -type f -print@ | xargs -0 -n 1 sudo 1fs hsm_archive &

2. Beenden Sie lhre Instance auf der EC2 Amazon-Konsole. Weitere Informationen finden Sie unter
Terminate Your Instance im EC2 Amazon-Benutzerhandbuch.

3. Loschen Sie |hr Dateisystem auf der Amazon FSx for Lustre-Konsole wie folgt:

a. Wahlen Sie im Navigationsbereich Dateisysteme aus.

b. Wahlen Sie das Dateisystem, das Sie |I6schen mochten, aus der Liste der Dateisysteme im
Dashboard aus.

c. Klicken Sie bei Aktionen auf Dateisystem I6schen.

d. Wahlen Sie im daraufhin angezeigten Dialogfeld aus, ob Sie eine endgultige
Sicherungskopie des Dateisystems erstellen mdchten. Geben Sie dann die Dateisystem-ID
ein, um den Léschvorgang zu bestatigen. Wahlen Sie Dateisystem I6schen.

4. Wenn Sie fiir diese Ubung einen Amazon S3 S3-Bucket erstellt haben und die exportierten
Daten nicht beibehalten mdchten, kdnnen Sie ihn jetzt I6schen. Weitere Informationen finden Sie
unter Loschen eines Buckets im Amazon Simple Storage Service-Benutzerhandbuch.
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Bereitstellungs- und Speicherklassenoptionen FSx fir
Lustre-Dateisysteme

Amazon FSx for Lustre bietet zwei Bereitstellungsoptionen fir Dateisysteme: persistent und Scratch.
Es bietet drei Speicherklassen: SSD (Solid-State-Laufwerk) und HDD (Festplattenlaufwerk). AWS
Interconnect

Sie wahlen den Bereitstellungstyp und die Speicherklasse des Dateisystems, wenn Sie ein neues
Dateisystem mit der AWS-Managementkonsole AWS Command Line Interface (AWS CLI) oder der
Amazon FSx for Lustre-API erstellen. Weitere Informationen finden Sie unter Schritt 1: Erstellen Sie

Ihr FSx for Lustre-Dateisystem und CreateFileSystemin der Amazon FSx API-Referenz.

Persistente Dateisysteme

Persistente Dateisysteme sind flr langerfristige Speicherung und Workloads konzipiert, und die
Dateiserver sind hochverfligbar. Bei SSD- und HDD-basierten Dateisystemen werden Daten
automatisch innerhalb derselben Availability Zone repliziert, in der sich das Dateisystem befindet. Bei
Intelligent-Tiering-Dateisystemen werden Daten Uber mehrere Availability Zones hinweg repliziert. Die
an die Dateiserver angehangten Datenvolumen werden unabhangig von den Dateiservern repliziert,
an die sie angeschlossen sind.

Amazon Uberwacht persistente Dateisysteme FSx kontinuierlich auf Hardwarefehler und ersetzt

bei einem Ausfall automatisch Infrastrukturkomponenten. Wenn in einem persistenten Dateisystem
ein Dateiserver nicht verfugbar ist, wird er innerhalb von Minuten nach dem Ausfall automatisch
ersetzt. Wahrend dieser Zeit werden Anfragen von Clients nach Daten auf diesem Server transparent
wiederholt und sind schliellich erfolgreich, nachdem der Dateiserver ersetzt wurde. Daten auf
persistenten Dateisystemen werden auf Festplatten repliziert, und ausgefallene Festplatten werden
automatisch und transparent ersetzt.

Verwenden Sie persistente Dateisysteme fur die langerfristige Speicherung und flr
durchsatzorientierte Workloads, die Uber einen langeren Zeitraum oder unbegrenzt ausgefuhrt
werden und die empfindlich auf Verfugbarkeitsunterbrechungen reagieren kénnen.

Persistente Bereitstellungstypen verschliisseln automatisch Daten wahrend der Ubertragung, wenn
auf sie von EC2 Amazon-Instances aus zugegriffen wird, die Verschliisselung bei der Ubertragung
unterstutzen.
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Amazon FSx for Lustre unterstlitzt zwei persistente Bereitstellungstypen: Persistent 1 und Persistent
2.

Bereitstellungstyp Persistent 2

Persistent 2 ist die neueste Generation des Bereitstellungstyps Persistent und eignet sich am besten
fur Anwendungsfalle, die eine langerfristige Speicherung erfordern und die héchsten IOPS- und
Durchsatzraten erfordern. Persistent 2-Dateisysteme unterstitzen SSD- und Intelligent-Tiering-
Speicherklassen.

Sie konnen Persistent 2-Dateisysteme mit einer Metadatenkonfiguration und aktiviertem EFA mithilfe
der FSx Amazon-Konsole und der FSx Amazon-API erstellen. AWS Command Line Interface

Persistent: 1 Bereitstellungstyp

Der Bereitstellungstyp Persistent 1 eignet sich gut fiir Anwendungsfalle, die eine langerfristige
Speicherung erfordern. Die Bereitstellungstypen Persistent 1 unterstitzen die Speicherklassen SSD
(Solid State Drive) und HDD (Hard Disk Drive).

Sie konnen Bereitstellungstypen Persistent 1 nur mithilfe der AWS CLI und der FSx Amazon-API
erstellen.

Scratch-Dateisysteme

Scratch-Dateisysteme sind fur die temporare Speicherung und die kurzfristigere Verarbeitung
von Daten konzipiert. Daten werden nicht repliziert und bleiben auch dann nicht erhalten, wenn
ein Dateiserver ausfallt. Scratch-Dateisysteme bieten einen hohen Burst-Durchsatz, der bis zum
Sechsfachen des Basisdurchsatzes von 200 MBps pro TiB Speicherkapazitat betragt. Weitere
Informationen finden Sie unter Leistungsmerkmale der SSD- und HDD-Speicherklassen.

Verwenden Sie Scratch-Dateisysteme, wenn Sie kostenoptimierten Speicher flr kurzfristige,
verarbeitungsintensive Workloads benotigen.

In einem Scratch-Dateisystem werden Dateiserver nicht ersetzt, wenn sie ausfallen und Daten
nicht repliziert werden. Wenn ein Dateiserver oder eine Speicherfestplatte in einem Scratch-
Dateisystem nicht mehr verfugbar ist, sind Dateien, die auf anderen Servern gespeichert sind,
weiterhin zugénglich. Wenn Clients versuchen, auf Daten zuzugreifen, die sich auf dem nicht
verfugbaren Server oder der Festplatte befinden, tritt bei den Clients sofort ein 1/0O Fehler auf.
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Die folgende Tabelle zeigt die Verfligbarkeit oder Bestandigkeit, flr die Scratch-Dateisysteme mit
BeispielgroRen im Laufe eines Tages und einer Woche konzipiert sind. Da gréRere Dateisysteme
uber mehr Dateiserver und mehr Festplatten verfligen, steigt die Ausfallwahrscheinlichkeit.

DateisystemgroiRe Anzahl der Dateiserv
(TiB) er

1.2 2

2.4 2

4.8 3

9,6 5

50,4 22

IP-Adressen fur Dateisysteme

Verflgbarkeit/Halt
barkeit Uber einen
Tag

99,9 %
99,9 %
99,8%
99,8%

99,1%

Verflgbarkeit/Halt
barkeit Uber eine
Woche

99,4%
99,4%
99,2%
98,6%

93,9%

Jedes Dateisystem FSx fur Lustre bendtigt eine IP-Adresse flr jeden Metadatenserver (MDS) und

eine IP-Adresse fiir jeden Speicherserver (OSS).

Dateisysteme, die die SSD- oder HDD-Speicherklasse verwenden

Typ des
Dateisyst
ems

Persistent
2 EFA*

Durchsatz, MBps /TiB

125
250
500

1000

Speicher pro Betriebssystem

38,4 TiB pro Betriebssystem

19,2 TiB pro Betriebssystem

9,6 TiB pro Betriebssystem

4,8 TiB pro Betriebssystem

IP-Adressen
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Typ des Durchsatz, MBps /TiB Speicher pro Betriebssystem
Dateisyst
ems
Persisten
t 2 Nicht- 125, 250, 500, 1000 2,4 TiB pro Betriebssystem
EFA*
Persistent

50, 100, 200 2,4 TiB pro Betriebssystem
1SSD P Y
Persisten 12 6 TiB pro Betriebssystem
te
Festplatte 40 1,8 TiB pro Betriebssystem
Kratzer 2 200 2,4 TiB pro Betriebssystem
Kratzer 1 200 3,6 TiB pro Betriebssystem

Dateisysteme, die die Intelligent-Tiering-Speicherklasse verwenden

Typ des Dateisyst Durchsatz pro Betriebssystem
ems

Intelligentes
. J . 4000 pro Betriebssystem MBps
Tiering

(® Note

* Amazon stellt FSx einen Metadatenserver fur jeweils 12.000 Metadaten-IOPS auf Persistent
2 SSD- und Intelligent-Tiering-Dateisystemen bereit, die mit Metadatenkonfiguration
konfiguriert sind.

Die Intelligent-Tiering-Dateisysteme von Amazon FSx for Lustre unterstitzen maximal 512
TiB Speicher pro Betriebssystem.
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FSx fur Lustre-Speicherklassen

Amazon FSx for Lustre bietet Speicherklassen fur Solid State Drive (SSD) und Hard Disk Drive
(HDD), die fur unterschiedliche Datenverarbeitungsanforderungen optimiert sind: AWS Interconnect

» Die SSD-Speicherklasse bietet Zugriff mit geringer Latenz (unter einer Millisekunde) auf Ihren
gesamten Datensatz. Die SSD-Speicherklasse wird bereitgestellt, was bedeutet, dass Sie eine
Dateisystemgrofie angeben und die Speicherkosten fur die Menge des bereitgestellten Speichers
zahlen. Verwenden Sie die SSD-Speicherklasse fur latenzempfindliche Workloads, die die Leistung
eines All-Flash-Speichers flr alle Daten erfordern.

Persistent 2-Dateisysteme mit SSD-Speicher unterstitzen im Vergleich zu Persistent 1-
Dateisystemen einen hoheren Durchsatz MBps pro Speichereinheit (d. h. 250, 500 oder 1000
pro TiB). Bei einem Persistent 1-Dateisystem mit SSD-Speicher betragt der Durchsatz pro
Speichereinheit entweder 50, 100 oder 200 MBps pro TiB. Bei einem Scratch-Dateisystem mit
SSD-Speicher betragt der Durchsatz pro Speichereinheit 200 MBps pro TiB.

 Die Intelligent-Tiering-Speicherklasse bietet vollstandig elastischen, intelligent gestaffelten
Speicher. Elastizitat bedeutet, dass Sie flr die Menge der gespeicherten Daten zahlen und keine
Dateisystemgrofie angeben muissen. Intelligentes Tiering bedeutet, dass Sie automatisch weniger
fur das Speichern von Daten zahlen, auf die Sie in letzter Zeit nicht zugegriffen haben. Bei dieser
Speicherklasse werden die Kosten automatisch optimiert, indem kalte Daten auf kostenglnstigere
Speicherstufen aufgeteilt werden. Sie kdnnen einen optionalen SSD-Lesecache fur den Zugriff
auf lhre haufig abgerufenen Daten mit geringer Latenz (unter einer Millisekunde) bereitstellen.
Die Intelligent-Tiering-Speicherklasse bietet fur die meisten Workloads das beste Preis-Leistungs-
Verhaltnis. Verwenden Sie die Intelligent-Tiering-Speicherklasse fur Workloads, die Cache-
freundlich sind und nicht die Leistung eines All-Flash-Speichers fiir alle Daten erfordern. Intelligent-
Tiering-Dateisysteme unterstitzen Durchsatzkapazitaten in Schritten von 4000. MBps

» Die HDD-Speicherklasse kann flr Workloads verwendet werden, die eine konsistente Latenz im
einstelligen Millisekundenbereich fur alle Daten bendtigen. Sie kdnnen einen optionalen SSD-
Lesecache bereitstellen, der auf 20% |hrer Festplattenspeicherkapazitat ausgelegt ist, um Zugriff
mit geringer Latenz auf haufig abgerufene Daten zu ermdglichen. Beim Festplattenspeicher geben
Sie eine Dateisystemgrof3e an und zahlen fur die Menge an Speicher, die Sie bereitstellen. Bei
einem Persistent 1-Dateisystem mit Festplattenspeicher betragt der Durchsatz pro Speichereinheit
entweder 12 oder 40 MBps pro TiB.
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Weitere Informationen zur Leistung dieser Speicherklassen finden Sie unter Leistungsmerkmale der
SSD- und HDD-Speicherklassen undLeistungsmerkmale der Intelligent-Tiering-Speicherklasse.

Wie die Intelligent-Tiering-Speicherklasse Daten einteilt

Die Amazon FSx Intelligent-Tiering-Speicherklasse speichert Daten automatisch in drei
Zugriffsebenen. Sie wurde entwickelt, um die Speicherkosten zu optimieren, indem Daten
automatisch auf die kostengunstigste Zugriffsebene verschoben werden, ohne dass sich dies auf

die Leistung oder den Betriebsaufwand auswirkt. Die Intelligent-Tiering-Speicherklasse stuft Daten
automatisch auf der Grundlage der letzten Zugriffszeit ab und optimiert so automatisch die Kosten fir
weniger aktive Daten:

» Daten, auf die in den letzten 30 Tagen zugegriffen wurde, werden in der Stufe ,Haufiger Zugriff*
gespeichert.

» Daten, auf die an 30 aufeinanderfolgenden Tagen nicht zugegriffen wurde, werden automatisch in
die Stufe fir seltenen Zugriff verschoben und kosten weniger als Daten in der Stufe fir haufigen
Zugriff.

» Daten, auf die innerhalb von 90 aufeinanderfolgenden Tagen nicht zugegriffen wurde, werden
automatisch in den Tarif Archive Instant Access verschoben und kosten weniger als Daten im Tarif
fur seltenen Zugriff.

Wenn Sie auf Daten der Stufen Infrequent Access oder Archive Instant Access zugreifen, werden

die Daten automatisch wieder in die Stufe flr haufigen Zugriff verschoben. Jeder Zugriff auf nicht
zwischengespeicherte Daten weist unabhangig von der Datenebene dieselben Leistungsmerkmale
auf, und es fallen keine zuséatzlichen IOPS-, Abruf- oder Ubergangskosten an, die iiber Ihre normalen
Betriebskosten hinausgehen. read/write

Art der Bereitstellung, Verfugbarkeit

Die Bereitstellungstypen Scratch 2, Persistent 1 und Persistent 2 sind in den folgenden Versionen
verfugbar AWS-Regionen:

AWS-Region Persistent 2 Hartnackig 1 Kratzer 2
US East (Ohio) v v v
USA Ost (Nord-Virginia) v v v
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AWS-Region
Lokale Zone USA Ost (Atlanta)
Lokale Zone USA Ost (Dallas)
USA West (Nordkalifornien)

Lokale Zone USA West (Los
Angeles)

USA West (Oregon)
Lokale Zone USA West (Phoenix)
Afrika (Kapstadt)
Asien-Pazifik (Hongkong)
Asien-Pazifik (Hyderabad)
Asien-Pazifik (Jakarta)
Asien-Pazifik (Malaysia)
Asien-Pazifik (Melbourne)
Asien-Pazifik (Mumbai)
Asien-Pazifik (Osaka)
Asien-Pazifik (Seoul)
Asien-Pazifik (Singapur)
Asien-Pazifik (Sydney)
Asien-Pazifik (Taipeh)
Asien-Pazifik (Thailand)

Asien-Pazifik (Tokio)

Persistent 2

Hartnackig 1

Kratzer 2

Art der Bereitstellung, Verfugbarkeit
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AWS-Region Persistent 2 Hartnackig 1 Kratzer 2

Canada (Central) v v v
Kanada West (Calgary) v

Europe (Frankfurt) v v v
Europa (Irland) v v v
Europa (London) v v v
Europa (Milan) v v
Europa (Paris) v v
Europa (Spain) v v
Europa (Stockholm) v v v
Europa (Zurich) v v
Israel (Tel Aviv) VA v
Mexiko (Zentral) VA

Middle East (Bahrain) v v
Naher Osten (VAE) v v
Sudamerika (Sao Paulo) v v
AWS GovCloud (US-Ost) v v
AWS GovCloud (US-West) v v

(® Note

* Diese AWS-Regionen unterstitzen die Dateisysteme Persistent-125 und Persistent-250 mit
SSD-Speicherklasse ohne EFA.
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Verwenden von Datenrepositorys mit Amazon FSx for Lustre

Amazon FSx for Lustre bietet leistungsstarke Dateisysteme, die flir eine schnelle Workload-
Verarbeitung optimiert sind. Es kann Workloads wie maschinelles Lernen, Hochleistungsrechnen
(HPC), Videoverarbeitung, Finanzmodellierung und elektronische Konstruktionsautomatisierung
(EDA) unterstitzen. Bei diesen Workloads missen Daten in der Regel liber eine skalierbare
Hochgeschwindigkeits-Dateisystemschnittstelle flir den Datenzugriff prasentiert werden. Oft werden
die fur diese Workloads verwendeten Datensatze in langfristigen Datenrepositorys in Amazon S3
gespeichert. FSx for Lustre ist nativ in Amazon S3 integriert, was die Verarbeitung von Datensatzen
mit dem Lustre Dateisystem erleichtert.

® Note

» Dateisystem-Backups werden auf Dateisystemen, die mit einem Amazon S3 S3-Daten-
Repository verknlipft sind, nicht unterstitzt. Weitere Informationen finden Sie unter
Schutzen Sie Ihre Daten mit Backups.

* Intelligent-Tiering-Dateisysteme unterstitzen keine Verknipfung mit Amazon S3 S3-
Datenrepositorys.

Themen

+ Uberblick tiber Datenrepositorien

» Unterstitzung von POSIX-Metadaten fur Datenrepositorys

+ lhr Dateisystem mit einem Amazon S3 S3-Bucket verknupfen

+ Anderungen aus lhrem Daten-Repository importieren

+ Anderungen in das Daten-Repository exportieren

» Datenrepository-Aufgaben

» Dateien werden freigegeben

* Amazon FSx mit lhren lokalen Daten verwenden

+ Datenrepository-Ereignisprotokolle

* Arbeiten mit alteren Bereitstellungstypen
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Uberblick tiber Datenrepositorien

Wenn Sie Amazon FSx for Lustre mit Datenrepositorys verwenden, kénnen Sie grol3e Mengen an
Dateidaten in einem Hochleistungsdateisystem aufnehmen und verarbeiten, indem Sie automatische
Import- und Import-Daten-Repository-Aufgaben verwenden. Gleichzeitig kdnnen Sie mithilfe von
Aufgaben zum automatischen Export oder Export von Datenrepositorys Ergebnisse in |hre Daten-
Repositorys schreiben. Mit diesen Funktionen kdnnen Sie lhren Workload jederzeit neu starten und
dabei die neuesten Daten verwenden, die in lhnrem Daten-Repository gespeichert sind.

(® Note

Datenrepository-Verknupfungen, automatischer Export und Unterstiutzung fur mehrere Daten-
Repositorys sind auf FSx Lustre 2.10-Dateisystemen oder Scratch 1 Dateisystemen nicht
verflgbar.

FSx for Lustre ist tief in Amazon S3 integriert. Diese Integration bedeutet, dass Sie tGber
Anwendungen, die lhr FSx for Lustre-Dateisystem mounten, nahtlos auf die in Ihren Amazon S3 S3-
Buckets gespeicherten Objekte zugreifen kénnen. Sie kdnnen lhre rechenintensiven Workloads auch
auf EC2 Amazon-Instances in der ausfihren AWS Cloud und die Ergebnisse nach Abschluss lhrer
Arbeitslast in Ihr Daten-Repository exportieren.

Um auf Objekte im Amazon S3 S3-Daten-Repository als Dateien und Verzeichnisse im Dateisystem
zugreifen zu kénnen, missen Datei- und Verzeichnismetadaten in das Dateisystem geladen werden.
Sie kbnnen Metadaten aus einem verknUpften Datenrepository laden, wenn Sie eine Datenrepository-
Zuordnung erstellen.

Darlber hinaus kénnen Sie Datei- und Verzeichnismetadaten mithilfe des automatischen Imports
oder mithilfe einer Aufgabe zum Importieren eines Datenrepositorys aus lhren verknipften
Datenrepositorys in das Dateisystem importieren. Wenn Sie den automatischen Import fir eine
Datenrepository-Zuordnung aktivieren, importiert Ihr Dateisystem automatisch Dateimetadaten, wenn
Dateien im S3-Datenrepository erstellt, gedndert and/or oder geldéscht werden. Alternativ kbnnen

Sie Metadaten flir neue oder geanderte Dateien und Verzeichnisse mithilfe einer Aufgabe zum
Importieren eines Datenrepositorys importieren.
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® Note

Aufgaben zum automatischen Importieren und Importieren von Datenrepositorys kénnen
gleichzeitig in einem Dateisystem verwendet werden.

Sie kénnen Dateien und die zugehdérigen Metadaten in lhrem Dateisystem auch mithilfe des
automatischen Exports oder mithilfe einer Aufgabe zum Exportieren eines Datenrepositorys in

Ihr Datenrepository exportieren. Wenn Sie den automatischen Export fir eine Datenrepository-
Zuordnung aktivieren, exportiert Ihr Dateisystem automatisch Dateidaten und Metadaten, wenn
Dateien erstellt, geandert oder geléscht werden. Alternativ kdnnen Sie Dateien oder Verzeichnisse
mithilfe einer Aufgabe zum Exportieren eines Datenrepositorys exportieren. Wenn Sie eine Aufgabe
zum Exportieren eines Datenrepositorys verwenden, werden Dateidaten und Metadaten exportiert,
die seit der letzten Aufgabe erstellt oder gedndert wurden.

® Note

» Aufgaben zum automatischen Exportieren und Exportieren von Datenrepositorys kénnen
nicht gleichzeitig in einem Dateisystem ausgefihrt werden.

» Datenrepository-Verknipfungen exportieren nur regulare Dateien, Symlinks und
Verzeichnisse. Das bedeutet, dass alle anderen Dateitypen (FIFO Special, Block Special,
Character Special und Socket) nicht im Rahmen von Exportprozessen wie automatischem
Export und Export von Datenrepositorys exportiert werden.

FSx for Lustre unterstutzt auch Cloud-Bursting-Workloads mit lokalen Dateisystemen, indem es |hnen
ermdglicht, Daten von lokalen Clients mithilfe von VPN zu kopieren. Direct Connect

/A Important

Wenn Sie eines oder mehrere FSx for Lustre-Dateisysteme mit einem Daten-Repository auf
Amazon S3 verknlpft haben, I16schen Sie den Amazon S3 S3-Bucket erst, wenn Sie alle
verknupften Dateisysteme geldscht oder die Verkntpfung aufgehoben haben.
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Regions- und Kontounterstutzung fur verkntpfte S3-Buckets

Beachten Sie beim Erstellen von Links zu S3-Buckets die folgenden Einschrankungen der Regions-
und Kontounterstitzung:

» Der automatische Export unterstitzt regionstibergreifende Konfigurationen. Das FSx Amazon-
Dateisystem und der verknlipfte S3-Bucket kdnnen sich im selben AWS-Region oder in einem
anderen befinden AWS-Regionen.

» Der automatische Import unterstitzt keine regionsibergreifenden Konfigurationen. Sowohl das FSx
Amazon-Dateisystem als auch der verknlpfte S3-Bucket missen sich im selben befinden AWS-
Region.

» Sowohl der automatische Export als auch der automatische Import unterstitzen
kontolUbergreifende Konfigurationen. Das FSx Amazon-Dateisystem und der verknupfte S3-Bucket
kénnen zu demselben AWS-Konto oder zu einem anderen gehéren AWS-Konten.

Unterstutzung von POSIX-Metadaten fur Datenrepositorys

Amazon FSx for Lustre Ubertragt automatisch POSIX-Metadaten (Portable Operating System
Interface) fur Dateien, Verzeichnisse und symbolische Links (Symlinks), wenn Daten in und

aus einem Linked Data Repository auf Amazon S3 importiert und exportiert werden. Wenn Sie
Anderungen in Ihrem Dateisystem in das zugehérige verkniipfte Daten-Repository exportieren,
exportiert FSx for Lustre auch POSIX-Metadatenanderungen als S3-Objektmetadaten. Das bedeutet,
dass, wenn ein anderes FSx for Lustre-Dateisystem dieselben Dateien aus S3 importiert, die
Dateien in diesem Dateisystem dieselben POSIX-Metadaten haben, einschlie3lich Eigentum und
Berechtigungen.

FSx for Lustre importiert nur S3-Objekte, die POSIX-konforme Objektschlissel haben, wie zum
Beispiel die folgenden.

mydir/

mydir/myfilel
mydir/mysubdir/
mydir/mysubdir/myfile2.txt

FSx fur Lustre speichert Verzeichnisse und Symlinks als separate Objekte im Linked Data Repository
auf S3. FiUr Verzeichnisse erstellt Lustre ein S3-Objekt mit einem Schlisselnamen, FSx der mit einem
Schragstrich (,/“) endet, wie folgt:
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» Der S3-Objektschlissel ist dem for mydir/ Lustre-Verzeichnis zugeordnet FSx . mydir/

» Der S3-Objektschliissel ist mydir/mysubdir/ dem FSx for Lustre-Verzeichnis zugeordnet.
mydir/mysubdir/

Fir Symlinks verwendet Lustre das folgende Amazon S3 S3-Schema: FSx

» S3-Objektschliissel — Der Pfad zum Link, relativ zum Mount-Verzeichnis FSx flr Lustre
» S3-Objektdaten — Der Zielpfad dieses Symlinks
» S3-Objektmetadaten — Die Metadaten fur den Symlink

FSx for Lustre speichert POSIX-Metadaten, einschliel3lich Besitz, Berechtigungen und Zeitstempel fir
Dateien, Verzeichnisse und symbolische Links, in S3-Objekten wie folgt:

* Content-Type— Der HTTP-Entity-Header, der verwendet wird, um den Medientyp der Ressource
fur Webbrowser anzugeben.

* x-amz-meta-file-permissions— Der Dateityp und die Berechtigungen in dem
Format<octal file type><octal permission mask>, das mit st_mode der Linux-
Manpage stat (2) Ubereinstimmt.

® Note

FSx for Lustre importiert oder speichert keine setuid Informationen.

* x-amz-meta-file-owner— Die Benutzer-ID (UID) des Besitzers, ausgedriickt als Ganzzahl.
* x-amz-meta-file-group— Die Gruppen-ID (GID), ausgedriickt als Ganzzahl.

* x-amz-meta-file-atime— Die Zeit des letzten Zugriffs in Nanosekunden seit Beginn der
Unix-Epoche. Beendet den Zeitwert mitns; andernfalls interpretiert Lustre FSx den Wert als
Millisekunden.

« x-amz-meta-file-mtime— Die letzte Anderung in Nanosekunden seit Beginn der Unix-Epoche.
Beendet den Zeitwert mitns; andernfalls interpretiert FSx for Lustre den Wert als Millisekunden.

* x-amz-meta-user-agent— Der Benutzeragent, der wahrend des Lustre-Imports ignoriert
wurde. FSx Wahrend des Exports wird dieser Wert FSx fir Lustre auf gesetzt. aws-fsx-lustre

Beim Import von Objekten aus S3, denen keine POSIX-Berechtigungen zugeordnet sind, ist
die POSIX-Standardberechtigung, die FSx fur Lustre einer Datei zugewiesen wird, 755 Diese
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Berechtigung ermdglicht Lese- und Ausflihrungszugriff fir alle Benutzer und Schreibzugriff fir den
Eigentimer der Datei.

® Note

FSx for Lustre speichert keine benutzerdefinierten benutzerdefinierten Metadaten fir S3-
Objekte.

Harte Links und Export nach Amazon S3

Wenn der automatische Export (mit NEUEN und GEANDERTEN Richtlinien) fiir einen DRA in lhrem
Dateisystem aktiviert ist, wird jeder im DRA enthaltene Hardlink als separates S3-Obijekt flir jeden
Hardlink nach Amazon S3 exportiert. Wenn eine Datei mit mehreren Hardlinks im Dateisystem
geandert wird, werden alle Kopien in S3 aktualisiert, unabhangig davon, welcher Hardlink beim
Andern der Datei verwendet wurde.

Wenn Hardlinks mithilfe von Datenrepository-Tasks (DRTs) nach S3 exportiert werden, wird jeder
Hardlink, der in den flr das DRT angegebenen Pfaden enthalten ist, als separates S3-Objekt

fur jeden Hardlink nach S3 exportiert. Wenn eine Datei mit mehreren Hardlinks im Dateisystem
geandert wird, wird jede Kopie in S3 zum Zeitpunkt des Exports des jeweiligen Hardlinks aktualisiert,
unabhéngig davon, welcher Hardlink beim Andern der Datei verwendet wurde.

/A Important

Wenn ein neues FSx for Lustre-Dateisystem mit einem S3-Bucket verknlpft wird, in den
Hardlinks zuvor von einem anderen FSx for Lustre-Dateisystem oder Amazon FSx File
Gateway exportiert wurden, werden die Hardlinks anschliel3end als separate Dateien in das
neue Dateisystem importiert. AWS DataSync

Hardlinks und veroffentlichte Dateien

Eine verdffentlichte Datei ist eine Datei, deren Metadaten im Dateisystem vorhanden sind, deren
Inhalt jedoch nur in S3 gespeichert ist. Weitere Informationen zu veréffentlichten Dateien finden Sie
unterDateien werden freigegeben.
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/A Important

Die Verwendung von Hardlinks in einem Dateisystem mit Datenrepository-Verknipfungen
(DRAs) unterliegt den folgenden Einschrankungen:

» Das Loschen und Neuerstellen einer veroffentlichten Datei mit mehreren Hardlinks kann
dazu fuhren, dass der Inhalt aller Hardlinks Uberschrieben wird.

* Durch das Loschen einer veroffentlichten Datei werden Inhalte von allen Hardlinks
geldscht, die sich aul3erhalb einer Datenrepository-Zuordnung befinden.

» Durch das Erstellen eines Hardlinks zu einer veréffentlichten Datei, deren entsprechendes
S3-Objekt sich in einer der Speicherklassen S3 Glacier Flexible Retrieval oder S3 Glacier
Deep Archive befindet, wird in S3 kein neues Objekt flr den Hardlink erstellt.

Exemplarische Vorgehensweise: Anhangen von POSIX-Berechtigungen
beim Hochladen von Objekten in einen Amazon S3 S3-Bucket

Das folgende Verfahren fuhrt Sie durch den Prozess des Hochladens von Objekten in Amazon S3 mit
POSIX-Berechtigungen. Auf diese Weise kénnen Sie die POSIX-Berechtigungen importieren, wenn
Sie ein FSx Amazon-Dateisystem erstellen, das mit diesem S3-Bucket verknUpft ist.

Um Objekte mit POSIX-Berechtigungen auf Amazon S3 hochzuladen

1.

Verwenden Sie von lhrem lokalen Computer oder Computer aus die folgenden Beispielbefehle,
um ein Testverzeichnis (s3cptestdir) und eine Datei (s3cptest. txt) zu erstellen, die in den
S3-Bucket hochgeladen werden.

$ mkdir s3cptestdir

$ echo "S3cp metadata import test" >> s3cptestdir/s3cptest.txt
$ 1s -1d s3cptestdir/ s3cptestdir/s3cptest.txt

drwxr-xr-x 3 500 500 96 Jan 8 11:29 s3cptestdir/

-rw-r--r-- 1 500 500 26 Jan 8 11:29 s3cptestdir/s3cptest.txt

Die neu erstellte Datei und das neu erstellte Verzeichnis haben eine Benutzer-ID (UID) des
Dateibesitzers und eine Gruppen-ID (GID) von 500 sowie Berechtigungen, wie im vorherigen
Beispiel gezeigt.
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2. Rufen Sie die Amazon S3 S3-API auf, um das Verzeichnis s3cptestdir mit
Metadatenberechtigungen zu erstellen. Sie missen den Verzeichnisnamen mit einem

abschlieRenden Schragstrich () / angeben. Hinweise zu unterstiitzten POSIX-Metadaten finden

Sie unter. Unterstiitzung von POSIX-Metadaten fur Datenrepositorys

bucket_nameErsetzen Sie es durch den tatsdchlichen Namen lhres S3-Buckets.

$ aws s3api put-object --bucket bucket_name --key s3cptestdir/ --metadata '{"user-
agent":"aws-fsx-lustre" , \
"file-atime":"1595002920000000000ns" , "file-owner":"500" , "file-
permissions":"0100664","file-group":"500" , \
"file-mtime":"1595002920000000000ns"}"

3. Stellen Sie sicher, dass die POSIX-Berechtigungen mit S3-Objektmetadaten gekennzeichnet
sind.

$ aws s3api head-object --bucket bucket_name --key s3cptestdir/

{
"AcceptRanges": "bytes",
"LastModified": "Fri, @8 Jan 2021 17:32:27 GMT",
"ContentLength": 0,
"ETag": "\"d41d8cd98f00b204e9800998ecf8427e\"",
"VersionId": "bAlhCoWq7aIEjc3R6Myc6UOb8sHHtIKR",
"ContentType": "binary/octet-stream",
"Metadata": {
"user-agent": "aws-fsx-lustre",
"file-atime": "1595002920000000000ns",
"file-owner": "500",
"file-permissions": "0100664",
"file-group": "500",
"file-mtime": "1595002920000000000ns"
}
}

4. Laden Sie die Testdatei (erstellt in Schritt 1) von Ihrem Computer in den S3-Bucket mit
Metadatenberechtigungen hoch.

$ aws s3 cp s3cptestdir/s3cptest.txt s3://bucket_name/s3cptestdir/s3cptest.txt \
--metadata '{"user-agent":"aws-fsx-lustre" , "file-
atime":"1595002920000000000ns" , \
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"file-owner":"500" , "file-permissions":"0100664","file-group":"500" , "file-
mtime":"1595002920000000000ns"}"'

5. Stellen Sie sicher, dass die POSIX-Berechtigungen mit den Metadaten des S3-Objekts
gekennzeichnet sind.

$ aws s3api head-object --bucket bucket_name --key s3cptestdir/s3cptest.txt

{
"AcceptRanges": "bytes",
"LastModified": "Fri, @8 Jan 2021 17:33:35 GMT",
"ContentLength": 26,
"ETag": "\"eb33f7elf44alsa8e2f9475ae3fc45d3\"",
"VersionId": "w9ztRoEhB832m8NC3a_JT1TyIx7Uzql6",
"ContentType": "text/plain",
"Metadata": {
"user-agent": "aws-fsx-lustre",
"file-atime": "1595002920000000000ns",
"file-owner": "500",
"file-permissions": "0100664",
"file-group": "500",
"file-mtime": "1595002920000000000ns"
}
}

6. Uberpriifen Sie die Berechtigungen fiir das FSx Amazon-Dateisystem, das mit dem S3-Bucket
verknlpft ist.

$ sudo 1fs df -h /fsx

UUID bytes Used Available Use% Mounted on
3rnxfbmv-MDTO00@_UUID 34.4G 6.1M 34.4G 0% /fsx[MDT:0]
3rnxfbmv-0ST000O_UUID 1.17 4.5M 1.1T 0% /fsx[0ST:0]
filesystem_summary: 1.17 4 .5M 1.1T 0% /fsx

$ cd /fsx/s3cptestdir/
$ 1s -1d s3cptestdir/
drw-rw-r-- 2 500 500 25600 Jan 8 17:33 s3cptestdir/

$ 1s -1d s3cptestdir/s3cptest.txt
-rw-rw-r-- 1 500 500 26 Jan 8 17:33 s3cptestdir/s3cptest.txt
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Sowohl fiir das s3cptestdir Verzeichnis als auch fiir die s3cptest.txt Datei wurden POSIX-
Berechtigungen importiert.

Ihr Dateisystem mit einem Amazon S3 S3-Bucket verknlpfen

Sie kénnen Ihr Amazon FSx for Lustre-Dateisystem mit Datenrepositorys in Amazon S3 verknUpfen.
Sie kénnen den Link bei der Erstellung des Dateisystems oder zu einem beliebigen Zeitpunkt nach
der Erstellung des Dateisystems erstellen.

Eine Verbindung zwischen einem Verzeichnis im Dateisystem und einem S3-Bucket oder -Prafix
wird als Data Repository Association (DRA) bezeichnet. Sie kbnnen maximal 8 Datenrepository-
Verknupfungen auf einem FSx for Lustre-Dateisystem konfigurieren. Es kdbnnen maximal 8
DRA-Anfragen in die Warteschlange gestellt werden, es kann jedoch jeweils nur eine Anfrage
fur das Dateisystem bearbeitet werden. Jedem DRA muss ein FSx flr Lustre eindeutiges
Dateisystemverzeichnis und ein eindeutiges S3-Bucket oder -Prafix zugeordnet sein.

(® Note

Datenrepository-Verknupfungen, automatischer Export und Unterstitzung fir mehrere Daten-
Repositorys sind FSx fur Lustre 2.10-Dateisysteme oder Dateisysteme nicht verflgbar.
Scratch 1

Um auf Objekte im S3-Datenrepository als Dateien und Verzeichnisse im Dateisystem zugreifen
zu kénnen, mussen Datei- und Verzeichnismetadaten in das Dateisystem geladen werden. Sie
kénnen Metadaten aus einem verknipften Datenrepository laden, wenn Sie den DRA erstellen,
oder Metadaten fur Batches von Dateien und Verzeichnissen laden, auf die Sie zu einem spéateren
Zeitpunkt mit dem FSx for Lustre-Dateisystem zugreifen mdchten, oder den automatischen Export
verwenden, um Metadaten automatisch zu laden, wenn Objekte zum Datenrepository hinzugeflgt,
geandert oder aus dem Datenrepository geldéscht werden.

Sie kdnnen ein DRA nur flr den automatischen Import, nur fir den automatischen Export oder flr
beide konfigurieren. Eine Datenrepository-Zuordnung, die sowohl fur den automatischen Import als
auch fur den automatischen Export konfiguriert ist, Ubertragt Daten in beide Richtungen zwischen
dem Dateisystem und dem verkniipften S3-Bucket. Wenn Sie Anderungen an Daten in lhrem S3-
Datenrepository vornehmen, erkennt FSx for Lustre die Anderungen und importiert die Anderungen
dann automatisch in lhr Dateisystem. Wenn Sie Dateien erstellen, andern oder I6schen, exportiert
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FSx for Lustre die Anderungen automatisch asynchron nach Amazon S3, sobald lhre Anwendung die
Anderung der Datei abgeschlossen hat.

/A Important

* Wenn Sie dieselbe Datei sowohl im Dateisystem als auch im S3-Bucket andern, sollten
Sie die Koordination auf Anwendungsebene sicherstellen, um Konflikte zu vermeiden.
FSx for Lustre verhindert nicht, dass widerspriichliche Schreibvorgadnge an mehreren
Speicherorten auftreten.

» Bei Dateien, die mit einem unveranderlichen Attribut gekennzeichnet sind, kann FSx for
Lustre keine Anderungen zwischen lhrem FSx for Lustre-Dateisystem und einem mit dem
Dateisystem verknlipften S3-Bucket synchronisieren. Das Setzen einer unveranderlichen
Markierung fir einen langeren Zeitraum kann dazu flhren, dass die Leistung der
Datenbewegung zwischen Amazon FSx und S3 beeintrachtigt wird.

Wenn Sie eine Datenrepository-Zuordnung erstellen, kdnnen Sie die folgenden Eigenschaften
konfigurieren:

+ Dateisystempfad — Geben Sie einen lokalen Pfad im Dateisystem ein, der auf ein Verzeichnis (z.
B./ns1/) oder ein Unterverzeichnis (z. B./ns1/subdir/) verweist, das one-to-one dem unten
angegebenen Datenrepository-Pfad zugeordnet wird. Der fihrende Schragstrich im Namen ist
erforderlich. Zwei Daten-Repository-Verkntpfungen dirfen keine Uberlappenden Dateisystempfade
haben. Wenn beispielsweise ein Daten-Repository dem Dateisystempfad /ns1 zugeordnet ist,
konnen Sie kein anderes Daten-Repository mit dem Dateisystempfad /ns1/ns2 verknlpfen.

® Note

Wenn Sie als Dateisystempfad nur einen Schragstrich (/) angeben, kénnen Sie nur ein
Daten-Repository mit dem Dateisystem verknlpfen. Sie kénnen ,/“ nur als Dateisystempfad
fur das erste Daten-Repository angeben, das einem Dateisystem zugeordnet ist.

» Datenrepository-Pfad — Geben Sie einen Pfad im S3-Datenrepository ein. Der Pfad kann ein S3-
Bucket oder ein Prafix im Format s3://bucket-name/prefix/ sein. Diese Eigenschaft gibt an,
aus welchem Bereich des S3-Datenrepositorys Dateien importiert oder exportiert werden. FSx for
Lustre flgt Inrem Datenrepository-Pfad ein abschlieRendes ,/“ an, falls Sie keinen angeben. Wenn
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Sie beispielsweise einen Datenrepository-Pfad von angebens3://amzn-s3-demo-bucket/my-
prefix, FSx denn Lustre interpretiert ihn als. s3://amzn-s3-demo-bucket/my-prefix/

Zwei Datenrepository-Assoziationen durfen sich nicht Gberlappen. Wenn beispielsweise ein
Datenrepository mit Pfad mit dem Dateisystem verkniipft s3://amzn-s3-demo-bucket/my-
prefix/ ist, kdnnen Sie keine weitere Datenrepository-Assoziation mit dem Datenrepository-Pfad
s3://amzn-s3-demo-bucket/my-prefix/my-sub-prefix erstellen.

* Metadaten aus dem Repository importieren — Sie kdnnen diese Option auswahlen, um Metadaten
aus dem gesamten Datenrepository unmittelbar nach der Erstellung der Datenrepository-
Zuordnung zu importieren. Alternativ kdnnen Sie jederzeit, nachdem die Datenrepository-
Zuordnung erstellt wurde, eine Aufgabe zum Importieren des Datenrepositorys ausfihren, um alle
oder einen Teil der Metadaten aus dem verknlpften Datenrepository in das Dateisystem zu laden.

 Einstellungen importieren — Wahlen Sie eine Importrichtlinie, die den Typ der aktualisierten
Objekte (eine beliebige Kombination aus neuen, gednderten und geldschten Objekten) festlegt,
die automatisch aus dem verknupften S3-Bucket in |hr Dateisystem importiert werden. Der
automatische Import (neu, geandert, geldscht) ist standardmaig aktiviert, wenn Sie ein Daten-
Repository Uber die Konsole hinzufiigen, ist jedoch standardmafig deaktiviert, wenn Sie die AWS
CLI oder FSx Amazon-API verwenden.

» Exporteinstellungen — Wahlen Sie eine Exportrichtlinie, die den Typ der aktualisierten Objekte
(eine beliebige Kombination aus neuen, geanderten und geléschten Objekten) festlegt, die
automatisch in den S3-Bucket exportiert werden. Der automatische Export (neu, geandert,
geldscht) ist standardmalig aktiviert, wenn Sie ein Daten-Repository Uber die Konsole hinzufiigen,
ist jedoch standardmafRig deaktiviert, wenn Sie die AWS CLI oder FSx Amazon-API verwenden.

Die Einstellungen Dateisystempfad und Datenrepository-Pfad bieten eine 1:1 -Zuordnung zwischen
Pfaden in Amazon FSx und Objektschliisseln in S3.

Themen

* Einen Link zu einem S3-Bucket erstellen

 Einstellungen fir die Datenrepository-Zuordnung werden aktualisiert

» Ldschen einer Zuordnung zu einem S3-Bucket

» Details zur Datenrepository-Zuordnung anzeigen

» Lebenszyklusstatus der Datenrepository-Zuordnung

» Arbeiten mit serverseitig verschlisselten Amazon S3 S3-Buckets
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Einen Link zu einem S3-Bucket erstellen

Die folgenden Verfahren fiihren Sie Schritt fir Schritt durch den Prozess der Erstellung einer
Datenrepository-Zuordnung FSx fur ein for Lustre-Dateisystem zu einem vorhandenen S3-Bucket
mithilfe von AWS-Managementkonsole und AWS Command Line Interface (AWS CLI). Informationen
zum Hinzufiigen von Berechtigungen zu einem S3-Bucket, um ihn mit lhrem Dateisystem zu
verknupfen, finden Sie unterHinzufligen von Berechtigungen zur Verwendung von Datenrepositorys

in Amazon S3.

@ Note

Datenrepositorys kénnen nicht mit Dateisystemen verknupft werden, fir die Dateisystem-
Backups aktiviert sind. Deaktivieren Sie Backups, bevor Sie eine Verbindung zu einem
Daten-Repository herstellen.

Um einen S3-Bucket beim Erstellen eines Dateisystems (Konsole) zu verknupfen

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Folgen Sie dem Verfahren zum Erstellen eines neuen Dateisystems, das Schritt 1: Erstellen Sie

Ihr FSx for Lustre-Dateisystem im Abschnitt Erste Schritte beschrieben ist.

3. Offnen Sie den Abschnitt Data Repository Import/Export — optional. Die Funktion ist
standardmafig deaktiviert.

4. Wahlen Sie Daten importieren aus und exportieren Sie Daten nach S3.

5. Geben Sie im Dialogfeld Informationen zur Datenrepository-Zuordnung Informationen fur die
folgenden Felder ein.

» Dateisystempfad: Geben Sie den Namen eines libergeordneten Verzeichnisses (z. B./
nsl) oder eines Unterverzeichnisses (z. B./ns1/subdir) innerhalb des FSx Amazon-
Dateisystems ein, das mit dem S3-Daten-Repository verkntipft wird. Der flhrende Schragstrich
im Pfad ist erforderlich. Zwei Daten-Repository-Verknipfungen dirfen keine Gberlappenden
Dateisystempfade haben. Wenn beispielsweise ein Daten-Repository dem Dateisystempfad
/ns1 zugeordnet ist, kdnnen Sie kein anderes Daten-Repository mit dem Dateisystempfad /
ns1l/ns2 verknipfen. Die Einstellung fir den Dateisystempfad muss fiir alle Datenrepository-
Verknlpfungen flir das Dateisystem eindeutig sein.

» Datenrepository-Pfad: Geben Sie den Pfad eines vorhandenen S3-Buckets oder ein Prafix ein,
das Sie lhrem Dateisystem zuordnen mochten (z. B.s3://amzn-s3-demo-bucket/my-
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prefix). Zwei Datenrepository-Verknipfungen dirfen sich nicht Gberlappen. Die Einstellung
fur den Datenrepository-Pfad muss fur alle Datenrepositoryzuordnungen fir das Dateisystem
eindeutig sein.

» Metadaten aus dem Repository importieren: Wahlen Sie diese Eigenschaft, um optional eine
Aufgabe zum Importieren eines Datenrepositorys auszufiihren, um Metadaten unmittelbar
nach der Erstellung des Links zu importieren.

6. Legen Sie unter Einstellungen importieren — optional — eine Importrichtlinie fest, die festlegt,
wie lhre Datei- und Verzeichnislisten auf dem neuesten Stand gehalten werden, wenn Sie
Objekte in Threm S3-Bucket hinzufligen, andern oder I6schen. Wahlen Sie beispielsweise Neu
aus, um Metadaten flir neue Objekte, die im S3-Bucket erstellt wurden, in lhr Dateisystem zu
importieren. Weitere Informationen zu Importrichtlinien finden Sie unterAutomatischer Import von
Updates aus lhrem S3-Bucket.

7. Legen Sie unter Exportrichtlinie eine Exportrichtlinie fest, die festlegt, wie Ihre Dateien in lhren
verknlpften S3-Bucket exportiert werden, wenn Sie Objekte in Ihrem Dateisystem hinzufugen,
andern oder I6schen. Wahlen Sie beispielsweise Gedndert, um Objekte zu exportieren, deren
Inhalt oder Metadaten in lhrem Dateisystem geandert wurden. Weitere Informationen zu
Exportrichtlinien finden Sie unterExportieren Sie Updates automatisch in Ihren S3-Bucket.

8. Fahren Sie mit dem nachsten Abschnitt des Assistenten zum Erstellen von Dateisystemen fort.

Um einen S3-Bucket mit einem vorhandenen Dateisystem (Konsole) zu verknipfen

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Dashboard Dateisysteme und dann das Dateisystem aus, flr das Sie eine
Datenrepository-Zuordnung erstellen mochten.

3. Wahlen Sie die Registerkarte Datenrepository.

4. Wahlen Sie im Bereich Datenrepository-Verknupfungen die Option Datenrepository-Zuordnung
erstellen aus.

5. Geben Sie im Dialogfeld Informationen zur Datenrepository-Zuordnung Informationen fur die
folgenden Felder ein.

 Dateisystempfad: Geben Sie den Namen eines Ubergeordneten Verzeichnisses (z. B./
nsl) oder eines Unterverzeichnisses (z. B./ns1/subdir) innerhalb des FSx Amazon-
Dateisystems ein, das mit dem S3-Daten-Repository verkntipft wird. Der flihrende Schragstrich
im Pfad ist erforderlich. Zwei Daten-Repository-Verknipfungen dirfen keine Gberlappenden
Dateisystempfade haben. Wenn beispielsweise ein Daten-Repository dem Dateisystempfad
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/ns1 zugeordnet ist, kdnnen Sie kein anderes Daten-Repository mit dem Dateisystempfad /
nsl/ns2 verknipfen. Die Einstellung fir den Dateisystempfad muss fiir alle Datenrepository-
Verknupfungen fir das Dateisystem eindeutig sein.

» Datenrepository-Pfad: Geben Sie den Pfad eines vorhandenen S3-Buckets oder ein Prafix ein,
das Sie Ihrem Dateisystem zuordnen moéchten (z. B.s3://amzn-s3-demo-bucket/my-
prefix). Zwei Datenrepository-Verknipfungen dirfen sich nicht tiberlappen. Die Einstellung
fur den Datenrepository-Pfad muss fur alle Datenrepositoryzuordnungen fir das Dateisystem
eindeutig sein.

» Metadaten aus dem Repository importieren: Wahlen Sie diese Eigenschaft, um optional eine
Aufgabe zum Importieren eines Datenrepositorys auszufiihren, um Metadaten unmittelbar
nach der Erstellung des Links zu importieren.

6. Legen Sie unter Einstellungen importieren — optional — eine Importrichtlinie fest, die festlegt,
wie lhre Datei- und Verzeichnislisten auf dem neuesten Stand gehalten werden, wenn Sie
Objekte in Inrem S3-Bucket hinzufuigen, dndern oder I6schen. Wahlen Sie beispielsweise Neu
aus, um Metadaten fur neue Objekte, die im S3-Bucket erstellt wurden, in Ihr Dateisystem zu
importieren. Weitere Informationen zu Importrichtlinien finden Sie unterAutomatischer Import von

Updates aus lhrem S3-Bucket.

7. Legen Sie unter Exportrichtlinie eine Exportrichtlinie fest, die festlegt, wie Ihre Dateien in lhren
verknupften S3-Bucket exportiert werden, wenn Sie Objekte in Ihrem Dateisystem hinzuflgen,
andern oder I6schen. Wahlen Sie beispielsweise Gedndert, um Objekte zu exportieren, deren
Inhalt oder Metadaten in lhrem Dateisystem geandert wurden. Weitere Informationen zu
Exportrichtlinien finden Sie unterExportieren Sie Updates automatisch in Ihren S3-Bucket.

8. Wahlen Sie Erstellen aus.

Um ein Dateisystem mit einem S3-Bucket zu verknupfen (AWS CLI)

Das folgende Beispiel erstellt eine Datenrepository-Zuordnung, die ein FSx Amazon-Dateisystem mit
einem S3-Bucket verknupft, mit einer Importrichtlinie, die alle neuen oder geanderten Dateien in das
Dateisystem importiert, und einer Exportrichtlinie, die neue, gednderte oder geléschte Dateien in den
verknlpften S3-Bucket exportiert.

*  Um eine Datenrepository-Zuordnung zu erstellen, verwenden Sie den Amazon FSx CLI-
Befehlcreate-data-repository-association, wie im Folgenden gezeigt.

$ aws fsx create-data-repository-association \
--file-system-id fs-0123456789abcdef® \
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--file-system-path /nsl/pathl/ \
--data-repository-path s3://amzn-s3-demo-bucket/myprefix/ \
--s3

"AutoImportPolicy={Events=[NEW, CHANGED,DELETED]}, AutoExportPolicy={Events=[NEW, CHANGED, DEL

Amazon FSx gibt die JSON-Beschreibung des DRA sofort zurtick. Der DRA wird asynchron erstellt.

Sie konnen diesen Befehl verwenden, um eine Datenrepository-Zuordnung zu erstellen, noch bevor
das Dateisystem die Erstellung abgeschlossen hat. Die Anfrage wird in die Warteschlange gestellt
und die Datenrepository-Zuordnung wird erstellt, sobald das Dateisystem verflgbar ist.

Einstellungen fur die Datenrepository-Zuordnung werden aktualisiert

Sie kénnen die Einstellungen einer bestehenden Datenrepository-Verknipfung mithilfe der AWS-
Managementkonsole AWS CLI, der und der FSx Amazon-API aktualisieren, wie in den folgenden
Verfahren gezeigt.

(@ Note

Sie kdbnnen das File system path oder Data repository path eines DRA nicht
aktualisieren, nachdem es erstellt wurde. Wenn Sie das File system path Oder andern
mochtenData repository path, missen Sie das DRA Iéschen und erneut erstellen.

So aktualisieren Sie die Einstellungen flr eine bestehende Datenrepository-Zuordnung (Konsole)

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Dashboard Dateisysteme und dann das Dateisystem aus, das Sie verwalten
mochten.

3. Wahlen Sie die Registerkarte Daten-Repository.

4. Wahlen Sie im Bereich Datenrepository-Verkntpfungen die Datenrepository-Zuordnung aus, die
Sie andern mdchten.

5. Wahlen Sie Aktualisieren aus. Fir die Datenrepository-Zuordnung wird ein
Bearbeitungsdialogfeld angezeigt.

6. Unter Importeinstellungen — optional kdnnen Sie Ihre Importrichtlinie aktualisieren. Weitere
Informationen zu Importrichtlinien finden Sie unterAutomatischer Import von Updates aus |hrem
S3-Bucket.
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7. Unter Exporteinstellungen — optional kénnen Sie lhre Exportrichtlinie aktualisieren. Weitere
Informationen zu Exportrichtlinien finden Sie unterExportieren Sie Updates automatisch in lhren
S3-Bucket.

8. Wahlen Sie Aktualisieren aus.

So aktualisieren Sie die Einstellungen fur eine bestehende Datenrepository-Zuordnung (CLI)

* Um eine Datenrepository-Zuordnung zu aktualisieren, verwenden Sie den Amazon FSx CLI-
Befehlupdate-data-repository-association, wie im Folgenden gezeigt.

$ aws fsx update-data-repository-association \
--association-id 'dra-872abab4b4503bfc2' \
--s3
"AutoImportPolicy={Events=[NEW, CHANGED,DELETED]}, AutoExportPolicy={Events=[NEW, CHANGED, DEL

Nach erfolgreicher Aktualisierung der Import- und Exportrichtlinien der Datenrepository-Verknipfung
FSx gibt Amazon die Beschreibung der aktualisierten Datenrepository-Verknipfung als JSON zurick.

LAoschen einer Zuordnung zu einem S3-Bucket

Die folgenden Verfahren fihren Sie durch den Prozess des Léschens einer Datenrepository-
Zuordnung von einem vorhandenen FSx Amazon-Dateisystem zu einem vorhandenen S3-Bucket
mithilfe von AWS-Managementkonsole und AWS Command Line Interface (AWS CLI). Durch das
Léschen der Datenrepository-Zuordnung wird die Verknlipfung des Dateisystems mit dem S3-Bucket
aufgehoben.

Um einen Link von einem Dateisystem zu einem S3-Bucket (Konsole) zu I6schen

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Dashboard Dateisysteme und dann das Dateisystem aus, aus dem Sie eine
Datenrepository-Zuordnung I6schen mdéchten.

Wabhlen Sie die Registerkarte Datenrepository.

Wahlen Sie im Bereich Datenrepository-Verkntpfungen die Datenrepository-Zuordnung aus, die
Sie I6schen mdchten.

Wabhlen Sie fur Aktionen die Option Verknlpfung I6schen aus.

Im Dialogfeld Léschen kdnnen Sie Daten im Dateisystem |6schen wéhlen, um die Daten im
Dateisystem, die der Datenrepository-Zuordnung entsprechen, physisch zu I6schen.

Loschen einer Zuordnung zu einem S3-Bucket 48


https://console.aws.amazon.com/fsx/

FSx fur Lustre Lustre-Benutzerhandbuch

Wabhlen Sie diese Option, wenn Sie planen, eine neue Datenrepository-Zuordnung zu erstellen,
die denselben Dateisystempfad verwendet, aber auf ein anderes S3-Bucket-Prafix verweist, oder
wenn Sie die Daten in Ihrem Dateisystem nicht mehr benétigen.

7. Wahlen Sie Léschen, um die Datenrepository-Zuordnung aus dem Dateisystem zu entfernen.

Um einen Link von einem Dateisystem zu einem S3-Bucket zu |[6schen (AWS CLI)

Das folgende Beispiel 16scht eine Datenrepository-Zuordnung, die ein FSx Amazon-Dateisystem mit
einem S3-Bucket verknipft. Der - -association-id Parameter gibt die ID der Datenrepository-
Zuordnung an, die geléscht werden soll.

* Um eine Datenrepository-Zuordnung zu I6schen, verwenden Sie den Amazon FSx CLI-
Befehldelete-data-repository-association, wie im Folgenden gezeigt.

$ aws fsx delete-data-repository-association \
--association-id dra-872abab4b4503bfc \
--delete-data-in-file-system false

Nach dem erfolgreichen Léschen der Datenrepository-Zuordnung FSx gibt Amazon die Beschreibung
als JSON zurick.

Details zur Datenrepository-Zuordnung anzeigen

Sie kénnen die Details einer Datenrepository-Verknipfung mithilfe der FSx for Lustre-Konsole
AWS CLI, der und der API anzeigen. Zu den Details gehéren die Zuordnungs-ID des DRA, der
Dateisystempfad, der Datenrepository-Pfad, die Importeinstellungen, die Exporteinstellungen, der
Status und die ID des zugehorigen Dateisystems.

Um DRA-Details anzuzeigen (Konsole)

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Dashboard Dateisysteme und dann das Dateisystem aus, flir das Sie die Details
einer Datenrepository-Zuordnung anzeigen mochten.

3. Wahlen Sie die Registerkarte Daten-Repository.

4. Wahlen Sie im Bereich Datenrepository-Verknupfungen die Datenrepository-Zuordnung aus, die
Sie anzeigen méchten. Die Ubersichtsseite mit den DRA-Details wird angezeigt.
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So zeigen Sie DRA-Details an (CLI)

* Um die Details einer bestimmten Datenrepository-Zuordnung anzuzeigen, verwenden Sie den
Amazon FSx CLI-Befehldescribe-data-repository-associations, wie im Folgenden
dargestellt.

$ aws fsx describe-data-repository-associations \
--association-ids dra-872abab4b4503bfc2

Amazon FSx gibt die Beschreibung der Datenrepository-Zuordnung als JSON zur(ck.

Lebenszyklusstatus der Datenrepository-Zuordnung

Der Lebenszyklusstatus der Datenrepository-Zuordnung enthalt Statusinformationen zu einem
bestimmten DRA. Eine Datenrepository-Zuordnung kann die folgenden Lebenszyklusstatus haben:

 Erstellen — Amazon erstellt FSx die Datenrepository-Verknipfung zwischen dem Dateisystem und

dem verknlpften Daten-Repository. Das Daten-Repository ist nicht verfugbar.
» Verfugbar — Die Datenrepository-Verknipfung kann verwendet werden.

 Aktualisierung — Die Datenrepository-Verknupfung wird derzeit einem vom Kunden initiierten
Update unterzogen, was sich auf die Verfugbarkeit auswirken kann.

» Léschen — Die Datenrepository-Verknupfung wird gerade vom Kunden initiiert geldscht.

Lebenszyklusstatus der Datenrepository-Zuordnung
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 Falsch konfiguriert — Amazon FSx kann Updates nicht automatisch aus dem S3-Bucket
importieren oder Updates automatisch in den S3-Bucket exportieren, bis die Konfiguration der
Datenrepository-Zuordnung korrigiert ist.

Ein DRA kann aus folgenden Grinden falsch konfiguriert werden:
» Amazon FSx fehlen die erforderlichen IAM-Berechtigungen fur den Zugriff auf den S3-Bucket.
 Die Konfiguration der FSx Ereignisbenachrichtigung im S3-Bucket wurde geléscht oder geédndert.

+ Der S3-Bucket enthalt bereits Ereignisbenachrichtigungen, die sich mit FSx Ereignistypen
Uberschneiden.

Nach der Behebung des zugrundeliegenden Problems kehrt der DRA innerhalb von 15 Minuten
automatisch in den Status Verfugbar zurlck, oder Sie konnen die Statusénderung sofort mithilfe
des AWS CLI Befehls update-data-repository-associationausldsen.

* Fehlgeschlagen — Die Datenrepository-Zuordnung befindet sich in einem Terminalstatus, der nicht
wiederhergestellt werden kann (z. B. weil ihr Dateisystempfad geloscht wurde oder der S3-Bucket
geldscht wurde).

Sie konnen den Lebenszyklusstatus einer Datenrepository-Verkntupfung mithilfe der FSx Amazon-
Konsole AWS Command Line Interface, der und der FSx Amazon-API anzeigen. Weitere
Informationen finden Sie unter Details zur Datenrepository-Zuordnung anzeigen.

Arbeiten mit serverseitig verschlisselten Amazon S3 S3-Buckets

FSx for Lustre unterstitzt Amazon S3 S3-Buckets, die serverseitige Verschlisselung mit S3-
verwalteten Schlisseln (SSE-S3) und mit gespeicherten Schlisseln (SSE-KMS) verwenden. AWS
KMS keys AWS Key Management Service

Wenn Sie mochten FSx , dass Amazon Daten beim Schreiben in Ihren S3-Bucket verschlisselt,
mussen Sie die Standardverschlisselung in Ihrem S3-Bucket entweder auf SSE-S3 oder SSE-KMS
festlegen. Weitere Informationen finden Sie unter Konfiguration der Standardverschlisselung im
Amazon S3 S3-Benutzerhandbuch. Beim Schreiben von Dateien in Ihren S3-Bucket FSx befolgt
Amazon die Standard-Verschlisselungsrichtlinie Thres S3-Buckets.

StandardmaRig FSx unterstitzt Amazon S3-Buckets, die mit SSE-S3 verschlisselt wurden. Wenn
Sie Ihr FSx Amazon-Dateisystem mit einem S3-Bucket verknlipfen méchten, der mit SSE-KMS-
Verschlisselung verschlisselt wurde, missen Sie lhrer Richtlinie fir vom Kunden verwaltete
Schlissel eine Erklarung hinzuflgen, die es Amazon ermdoglicht, Objekte in Threm S3-Bucket mit
Ihrem KMS-Schlissel FSx zu verschlisseln und zu entschlisseln.
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Die folgende Anweisung ermdglicht es einem bestimmten FSx Amazon-Dateisystem, Objekte flr
einen bestimmten S3-Bucket zu verschlisseln und zu entschliisseln. bucket_name

"Sid": "Allow access through S3 for the FSx SLR to use the KMS key on the objects
in the given S3 bucket",
"Effect": "Allow",
"Principal": {
"AWS": "arn:aws:iam::aws_account_id:role/aws-service-role/s3.data-
source.lustre.fsx.amazonaws.com/AWSServiceRoleForFSxS3Access_fsx_file_system_id"
.
"Action": [
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",
"kms:GenerateDataKey*",
"kms:DescribeKey"
1,
"Resource": "*",
"Condition": {
"StringEquals": {

"kms:CallerAccount": "aws_account_id",
"kms:ViaService": "s3.bucket-region.amazonaws.com"
},
"StringLike": {
"kms:EncryptionContext:aws:s3:arn": "arn:aws:s3:::bucket_name/*"
}
}
}
(@ Note

Wenn Sie einen KMS mit CMK verwenden, um lhren S3-Bucket mit aktivierten S3-Bucket-
Schlisseln EncryptionContext zu verschlisseln, setzen Sie den auf den Bucket-ARN,
nicht auf den Objekt-ARN, wie in diesem Beispiel:

"StringlLike": {
"kms:EncryptionContext:aws:s3:arn": "arn:aws:s3:::bucket_name"
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Die folgende Richtlinienerklarung ermoglicht es allen FSx Amazon-Dateisystemen in Ihrem Konto,
eine VerknlUpfung mit einem bestimmten S3-Bucket herzustellen.

"Sid": "Allow access through S3 for the FSx SLR to use the KMS key on the objects

in the given S3 bucket",

"Effect": "Allow",

"Principal": {

"AWS'" A

.

"Action": [
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",
"kms:GenerateDataKey*",
"kms:DescribeKey"

1,

"Resource": "*",

"Condition": {
"StringEquals": {

"kms:ViaService": "s3.bucket-region.amazonaws.com",
"kms:CallerAccount": "aws_account_id"
},
"StringLike": {
"kms:EncryptionContext:aws:s3:arn": "arn:aws:s3:::bucket_name/*"
.
"ArnLike": {
"aws:PrincipalArn": "arn:aws_partition:iam::aws_account_id:role/aws-service-
role/s3.data-source.lustre.fsx.amazonaws.com/AWSServiceRoleForFSxS3Access_fs-*"
}
}

Zugreifen auf serverseitig verschlisselte Amazon S3 S3-Buckets in einer anderen
AWS-Konto oder von einer gemeinsam genutzten VPC

Nachdem Sie ein FSx for Lustre-Dateisystem erstellt haben, das mit einem

verschlisselten Amazon S3 S3-Bucket verknipft ist, missen Sie der
AwWSServiceRoleForFSxS3Access_fs-01234567890 Service-Linked Role (SLR) Zugriff auf den
KMS-Schlissel gewahren, mit dem der S3-Bucket verschlusselt wurde, bevor Sie Daten aus dem
verknlpften S3-Bucket lesen oder schreiben. Sie kdnnen eine IAM-Rolle verwenden, die bereits Gber
Berechtigungen fur den KMS-Schlussel verfugt.
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® Note

Diese IAM-Rolle muss sich in dem Konto befinden, in dem das FSx for Lustre-Dateisystem
erstellt wurde (das ist dasselbe Konto wie die S3-Spiegelreflexkamera), nicht in dem Konto,
zu dem der KMS-Schlussel/der S3-Bucket gehdrt.

Sie verwenden die IAM-Rolle, um die folgende AWS KMS API aufzurufen, um einen Zuschuss fur
die S3-Spiegelreflexkamera zu erstellen, sodass die Spiegelreflexkamera Berechtigungen fir die S3-
Objekte erhalt. Um den mit Ihrer Spiegelreflexkamera verknipften ARN zu finden, suchen Sie lhre
IAM-Rollen mit lhrer Dateisystem-ID als Suchzeichenfolge.

$ aws kms create-grant --region fs_account_region \
--key-id arn:aws:kms:s3_bucket_account_region:s3_bucket_account:key/key_id \
--grantee-principal arn:aws:iam::fs_account_id:role/aws-service-role/s3.data-
source.lustre.fsx.amazonaws.com/AWSServiceRoleForFSxS3Access_file-system-id \
--operations "Decrypt" "Encrypt" "GenerateDataKey"
"GenerateDataKeyWithoutPlaintext" "CreateGrant" "DescribeKey" "ReEncryptFrom"
"ReEncryptTo"

Weitere Informationen zu serviceverknupften Rollen finden Sie unter Verwenden von

serviceverknupften Rollen fur Amazon FSx.

Anderungen aus lhrem Daten-Repository importieren

Sie kdnnen Anderungen an Daten und POSIX-Metadaten aus einem verkniipften Daten-Repository in
Ihr FSx Amazon-Dateisystem importieren. Zu den zugehoérigen POSIX-Metadaten gehéren Eigentum,
Berechtigungen und Zeitstempel.

Verwenden Sie eine der folgenden Methoden, um Anderungen in das Dateisystem zu importieren:

» Konfigurieren Sie |hr Dateisystem so, dass neue, geanderte oder geléschte Dateien automatisch
aus Ilhrem verknUpften Datenrepository importiert werden. Weitere Informationen finden Sie unter
Automatischer Import von Updates aus Ihrem S3-Bucket.

» Wahlen Sie die Option zum Importieren von Metadaten aus, wenn Sie eine Datenrepository-
Zuordnung erstellen. Dadurch wird unmittelbar nach der Erstellung der Datenrepository-Zuordnung
eine Aufgabe zum Importieren des Daten-Repositorys gestartet.
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» Verwenden Sie eine On-Demand-Aufgabe zum Importieren von Datenrepositorys. Weitere
Informationen finden Sie unter Verwenden von Datenrepository-Aufgaben zum Importieren von

Anderungen.

Aufgaben zum automatischen Import und Import von Datenrepositorys kbnnen gleichzeitig ausgefiihrt
werden.

Wenn Sie den automatischen Import fur eine Datenrepository-Zuordnung aktivieren, aktualisiert

Ihr Dateisystem automatisch Dateimetadaten, wenn Objekte in S3 erstellt, geandert oder geléscht
werden. Wenn Sie beim Erstellen einer Datenrepository-Zuordnung die Option zum Importieren von
Metadaten auswahlen, importiert Ihr Dateisystem Metadaten fur alle Objekte im Datenrepository.
Wenn Sie mithilfe einer Aufgabe zum Importieren eines Datenrepositorys importieren, importiert Ihr
Dateisystem nur Metadaten fir Objekte, die seit dem letzten Import erstellt oder gedndert wurden.

FSx for Lustre kopiert automatisch den Inhalt einer Datei aus Ihrem Daten-Repository und I&dt ihn
in das Dateisystem, wenn lhre Anwendung zum ersten Mal auf die Datei im Dateisystem zugreift.
Diese Datenbewegung wird von FSx for Lustre verwaltet und ist fir Ihre Anwendungen transparent.
Nachfolgende Lesevorgange dieser Dateien werden direkt vom Dateisystem aus mit Latenzen von
unter einer Millisekunde ausgeflhrt.

Sie kénnen auch |hr gesamtes Dateisystem oder ein Verzeichnis innerhalb lhres Dateisystems vorab
laden. Weitere Informationen finden Sie unter Vorladen von Dateien in |hr Dateisystem. Wenn Sie
das gleichzeitige Vorladen mehrerer Dateien anfordern, ladt FSx For Lustre Dateien parallel aus
Ihrem Amazon S3 S3-Daten-Repository.

FSx for Lustre importiert nur S3-Objekte, die POSIX-konforme Objektschlissel haben. Sowohl
beim automatischen Import als auch beim Import von Datenrepositorys werden POSIX-Metadaten
importiert. Weitere Informationen finden Sie unter Unterstitzung von POSIX-Metadaten fur

Datenrepositorys.

(® Note

FSx for Lustre unterstutzt nicht den Import von Metadaten fur symbolische Links (Symlinks)
aus den Speicherklassen S3 Glacier Flexible Retrieval und S3 Glacier Deep Archive.
Metadaten flr S3 Glacier Flexible Retrieval- oder S3 Glacier Deep Archive Archive-Objekte,
bei denen es sich nicht um Symlinks handelt, kbnnen importiert werden (d. h., es wird ein
Inode im FSx for Lustre-Dateisystem mit den richtigen Metadaten erstellt). Um diese Daten
aus dem Dateisystem zu lesen, mussen Sie jedoch zuerst das Objekt S3 Glacier Flexible
Retrieval oder S3 Glacier Deep Archive wiederherstellen. Der direkte Import von Dateidaten
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aus Amazon S3 S3-Objekten in der Speicherklasse S3 Glacier Flexible Retrieval oder S3
Glacier Deep Archive in FSx for Lustre wird nicht unterstitzt.

Automatischer Import von Updates aus lhrem S3-Bucket

Sie kénnen Lustre so konfigurieren FSx , dass Metadaten im Dateisystem automatisch aktualisiert
werden, wenn Objekte zu Ihrem S3-Bucket hinzugefiigt, darin gedndert oder geléscht werden. FSx
for Lustre erstellt, aktualisiert oder loscht die Datei- und Verzeichnisliste entsprechend der Anderung
in S3. Wenn das geanderte Objekt im S3-Bucket seine Metadaten nicht mehr enthalt, behalt FSx for
Lustre die aktuellen Metadatenwerte der Datei bei, einschlieBlich der aktuellen Berechtigungen.

(® Note

Das FSx for Lustre-Dateisystem und der verknipfte S3-Bucket mussen sich im selben
Verzeichnis befinden, AWS-Region damit Updates automatisch importiert werden kénnen.

Sie kbnnen den automatischen Import konfigurieren, wenn Sie die Datenrepository-Zuordnung
erstellen, und Sie kdnnen die Einstellungen flr den automatischen Import jederzeit Uber die FSx
Managementkonsole AWS CLI, die oder die AWS API aktualisieren.

(® Note

Sie kdbnnen sowohl den automatischen Import als auch den automatischen Export
fur dieselbe Datenrepository-Zuordnung konfigurieren. In diesem Thema wird nur die
automatische Importfunktion beschrieben.

/A Important

« Wenn ein Objekt in S3 geandert wird, wobei alle automatischen Importrichtlinien aktiviert
und der automatische Export deaktiviert sind, wird der Inhalt dieses Objekts immer in
eine entsprechende Datei im Dateisystem importiert. Wenn am Zielort bereits eine Datei
vorhanden ist, wird die Datei Uberschrieben.

* Wenn eine Datei sowohl im Dateisystem als auch in S3 geandert wird und alle
automatischen Import- und Exportrichtlinien aktiviert sind, kann entweder die Datei im
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Dateisystem oder das Objekt in S3 durch die andere Uiberschrieben werden. Es ist nicht
garantiert, dass eine spatere Bearbeitung an einem Ort eine friihere Bearbeitung an einem
anderen Ort Uberschreibt. Wenn Sie dieselbe Datei sowohl im Dateisystem als auch im
S3-Bucket andern, sollten Sie die Koordination auf Anwendungsebene sicherstellen, um
solche Konflikte zu vermeiden. FSx for Lustre verhindert nicht, dass widersprichliche
Schreibvorgédnge an mehreren Speicherorten auftreten.

Die Importrichtlinie legt fest, wie Lustre lhr Dateisystem aktualisieren soll, wenn sich der Inhalt
im verknUpften S3-Bucket andert. FSx Eine Datenrepository-Zuordnung kann eine der folgenden
Importrichtlinien haben:

* Neu — FSx fur Lustre werden Datei- und Verzeichnismetadaten nur dann automatisch aktualisiert,
wenn dem verknlpften S3-Datenrepository neue Objekte hinzugefiigt werden.

» Geandert — FSx fur Lustre werden Datei- und Verzeichnismetadaten nur dann automatisch
aktualisiert, wenn ein vorhandenes Objekt im Daten-Repository geandert wird.

» Geloscht — FSx fur Lustre werden Datei- und Verzeichnismetadaten nur dann automatisch
aktualisiert, wenn ein Objekt im Daten-Repository geldscht wird.

» Beliebige Kombination aus Neu, Geandert und Geléscht — FSx bei Lustre werden Datei- und
Verzeichnismetadaten automatisch aktualisiert, wenn eine der angegebenen Aktionen im
S3-Daten-Repository stattfindet. Sie kdnnen beispielsweise angeben, dass das Dateisystem
aktualisiert wird, wenn ein Objekt zum S3-Repository hinzugefligt (Neu) oder aus dem S3-
Repository entfernt (geléscht) wird, aber nicht aktualisiert wird, wenn ein Objekt gedndert wird.

+ Keine Richtlinie konfiguriert — FSx denn Lustre aktualisiert keine Datei- und Verzeichnismetadaten
im Dateisystem, wenn Objekte zum S3-Daten-Repository hinzugefiigt, darin gedndert oder
geldscht werden. Wenn Sie keine Importrichtlinie konfigurieren, ist der automatische Import fir die
Datenrepository-Zuordnung deaktiviert. Sie kbnnen Metadatenanderungen immer noch manuell
importieren, indem Sie eine Aufgabe zum Importieren eines Datenrepositorys verwenden, wie unter
beschriebenVerwenden von Datenrepository-Aufgaben zum Importieren von Anderungen.

/A Important

Beim automatischen Import werden die folgenden S3-Aktionen nicht mit Ihrem Linked FSx for
Lustre-Dateisystem synchronisiert:

» Loschen eines Objekts mit Ablauf des S3-Objektlebenszyklus
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» Dauerhaftes Loschen der aktuellen Objektversion in einem Bucket mit aktivierter
Versionierung

» Das Léschen eines Objekts in einem Bucket mit aktivierter Versionierung riickgangig
machen

Fir die meisten Anwendungsfalle empfehlen wir, die Importrichtlinie ,Neu®, ,Geandert* und ,,Geléscht"
zu konfigurieren. Diese Richtlinie stellt sicher, dass alle Aktualisierungen, die in Ihrem verknlpften
S3-Datenrepository vorgenommen wurden, automatisch in lhr Dateisystem importiert werden.

Wenn Sie eine Importrichtlinie zur Aktualisierung Ihrer Dateisystemdatei und Ihrer
Verzeichnismetadaten auf der Grundlage von Anderungen im verkniipften S3-Datenrepository
festlegen, erstellt FSx for Lustre eine Konfiguration flir Ereignisbenachrichtigungen auf dem
verknlpften S3-Bucket. Die Konfiguration fur die Ereignisbenachrichtigung hat einen NamenFSx.
Andern oder l16schen Sie die Konfiguration der FSx Ereignisbenachrichtigung im S3-Bucket nicht.
Dadurch wird der automatische Import aktualisierter Datei- und Verzeichnismetadaten in lhr
Dateisystem verhindert.

Wenn FSx for Lustre eine Dateiliste aktualisiert, die sich im verknUpften S3-Daten-Repository
geandert hat, Uberschreibt es die lokale Datei mit der aktualisierten Version, auch wenn die Datei
schreibgesperrt ist.

FSx for Lustre bemuht sich nach besten Kraften, Ihr Dateisystem zu aktualisieren. FSx for Lustre
kann das Dateisystem in den folgenden Situationen nicht aktualisieren:

« Wenn FSx for Lustre nicht berechtigt ist, das geénderte oder neue S3-Objekt zu 6ffnen. In diesem
Fall Gberspringt FSx for Lustre das Objekt und fahrt fort. Der DRA-Lebenszyklusstatus ist davon
nicht betroffen.

« Wenn FSx for Lustre keine Berechtigungen auf Bucket-Ebene hat, z. B. fir. GetBucketAcl
Dadurch wird der Lebenszyklusstatus des Datenrepositorys auf ,Fehlkonfiguriert gesetzt. Weitere
Informationen finden Sie unter Lebenszyklusstatus der Datenrepository-Zuordnung.

+ Wenn die Konfiguration der FSx Ereignisbenachrichtigung im verknipften S3-Bucket geldscht
oder geandert wird. Dies fuhrt dazu, dass der Lebenszyklusstatus des Datenrepositorys falsch
konfiguriert wird. Weitere Informationen finden Sie unter Lebenszyklusstatus der Datenrepository-

Zuordnung.
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Wir empfehlen, die Protokollierung in CloudWatch Logs zu aktivieren, um Informationen zu Dateien
oder Verzeichnissen zu protokollieren, die nicht automatisch importiert werden konnten. Warnungen
und Fehler im Protokoll enthalten Informationen zur Fehlerursache. Weitere Informationen finden Sie
unter Datenrepository-Ereignisprotokolle.

Voraussetzungen

Die folgenden Bedingungen sind erforderlich, damit Lustre automatisch neue, gednderte oder
geldschte Dateien aus dem verknipften S3-Bucket importieren kann: FSx
» Das Dateisystem und der verknupfte S3-Bucket befinden sich im selben AWS-Region.

» Der S3-Bucket hat keinen falsch konfigurierten Lifecycle-Status. Weitere Informationen finden Sie
unter Lebenszyklusstatus der Datenrepository-Zuordnung.

« |hr Konto verfugt Uber die erforderlichen Berechtigungen, um Ereignisbenachrichtigungen fur den
verknupften S3-Bucket zu konfigurieren und zu empfangen.

Unterstutzte Arten von Dateianderungen

FSx for Lustre unterstiitzt den Import der folgenden Anderungen an Dateien und Verzeichnissen, die
im verknUpften S3-Bucket auftreten:

« Anderungen am Dateiinhalt.

- Anderungen an Datei- oder Verzeichnismetadaten.

« Anderungen am Symlink-Ziel oder an den Metadaten.

» Ldschungen von Dateien und Verzeichnissen. Wenn Sie ein Objekt im verknlpften S3-
Bucket I6schen, das einem Verzeichnis im Dateisystem entspricht (d. h. ein Objekt mit einem
Schlisselnamen, der mit einem Schragstrich endet), FSx I16scht Lustre das entsprechende
Verzeichnis im Dateisystem nur, wenn es leer ist.

Importeinstellungen werden aktualisiert

Sie kénnen die Importeinstellungen eines Dateisystems flr einen verknUpften S3-Bucket festlegen,
wenn Sie die Datenrepository-Zuordnung erstellen. Weitere Informationen finden Sie unter Einen Link
zu einem S3-Bucket erstellen.
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Sie kénnen auch die Importeinstellungen, einschlieRlich der Importrichtlinie, jederzeit aktualisieren.
Weitere Informationen finden Sie unter Einstellungen fur die Datenrepository-Zuordnung werden
aktualisiert.

Uberwachung des automatischen Imports

Wenn die Anderungsrate in lhrem S3-Bucket die Geschwindigkeit tibersteigt, mit der der
automatische Import diese Anderungen verarbeiten kann, werden die entsprechenden
Metadatenanderungen, die in Ihr FSx for Lustre-Dateisystem importiert werden, verzogert. In
diesem Fall kbnnen Sie anhand der Age0Of0ldestQueuedMessage Metrik das Alter der altesten
Anderung iberwachen, die darauf wartet, vom automatischen Import verarbeitet zu werden. Weitere
Informationen zu dieser Metrik finden Sie unterFSx fur Lustre S3-Repository-Metriken.

Wenn die Verzdgerung beim Import von Metadatenanderungen 14 Tage Uberschreitet (gemessen
anhand der AgeOf0ldestQueuedMessage Metrik), werden Anderungen in lhrem S3-Bucket, die
nicht durch automatischen Import verarbeitet wurden, nicht in Ihr Dateisystem importiert. Dartber
hinaus ist der Zuordnungszyklus |hres Daten-Repositorys als FALSCH KONFIGURIERT markiert
und der automatische Import wird gestoppt. Wenn Sie den automatischen Export aktiviert haben,
iberwacht der automatische Export Inr FSx for Lustre-Dateisystem weiterhin auf Anderungen.
Zuséatzliche Anderungen werden jedoch nicht von lhrem FSx for Lustre-Dateisystem mit S3
synchronisiert.

Um lhre Datenrepository-Zuordnung vom Lebenszyklusstatus MISCONFIGURED in den
Lebenszyklusstatus AVAILABLE zurickzuversetzen, mussen Sie Ihre Datenrepository-Zuordnung
aktualisieren. Sie kdnnen lhre Datenrepository-Zuordnung mit dem update-data-repository-
associationCLI-Befehl (oder der entsprechenden UpdateDataRepositoryAssociationAPIl-Operation)
aktualisieren. Der einzige Anforderungsparameter, den Sie bendtigen, ist AssociationID der der

Datenrepository-Zuordnung, die Sie aktualisieren méchten.

Nachdem der Lebenszyklusstatus der Datenrepository-Zuordnung auf VERFUGBAR geéndert
wurde, wird der automatische Import (und der automatische Export, falls aktiviert) neu gestartet.
Nach dem Neustart setzt der automatische Export die Synchronisierung der Dateisystemanderungen
mit S3 fort. Um die Metadaten neuer und geanderter Objekte in S3 mit Ihrem FSx for Lustre-
Dateisystem zu synchronisieren, die nicht importiert wurden oder aus einer Zeit stammen, in

der sich die Datenrepository-Zuordnung in einem falsch konfigurierten Zustand befand, fuhren

Sie eine Aufgabe zum Importieren von Datenrepositorys aus. Bei Aufgaben zum Importieren

von Datenrepositorys werden Loschungen in Threm S3-Bucket nicht mit Ihrem FSx for Lustre-
Dateisystem synchronisiert. Wenn Sie S3 vollstandig mit Ihrem Dateisystem synchronisieren méchten
(einschliel3lich Loschungen), missen Sie |hr Dateisystem neu erstellen.
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Um sicherzustellen, dass Verzogerungen beim Import von Metadatenanderungen 14 Tage

nicht Uberschreiten, empfehlen wir Ihnen, einen Alarm fiir die AgeOfO0ldestQueuedMessage
Metrik einzurichten und die Aktivitat in Inrem S3-Bucket zu reduzieren, falls die
AgeOf0ldestQueuedMessage Metrik Ihren Alarmschwellenwert Uberschreitet. Fiir ein FSx for
Lustre-Dateisystem, das mit einem S3-Bucket verbunden ist, wobei ein einziger Shard kontinuierlich
die maximale Anzahl méglicher Anderungen von S3 sendet, wobei nur der automatische Import auf
dem FSx for Lustre-Dateisystem ausgefiihrt wird, kann der automatische Import einen 7-stiindigen
Backlog von S3-Anderungen innerhalb von 14 Tagen verarbeiten.

Dariiber hinaus kénnen Sie mit einer einzigen S3-Aktion mehr Anderungen generieren, als der
automatische Import jemals in 14 Tagen verarbeiten kann. Beispiele fur diese Arten von Aktionen
sind unter anderem AWS Snowball Uploads auf S3 und umfangreiche L6schungen. Wenn Sie

eine umfangreiche Anderung an Ihrem S3-Bucket vornehmen, die Sie mit Inrem FSx for Lustre-
Dateisystem synchronisieren méchten, sollten Sie lhr Dateisystem 16schen und nach Abschluss der
S3-Anderung neu erstellen, um zu verhindern, dass automatische Importanderungen langer als 14
Tage dauern.

Wenn lhre Age0f0ldestQueuedMessage Kennzahl wachst, Uberprifen Sie lhren S3-
BucketGetRequests, PutRequestsPostRequests, und die DeleteRequests Metriken auf
Aktivitatsanderungen, die zu einer Erhdhung der and/or Anzahl der Anderungen filhren wiirden, die
an den automatischen Import gesendet werden. Informationen zu verfligbaren S3-Metriken finden Sie
unter Monitoring Amazon S3 im Amazon S3 S3-Benutzerhandbuch.

Eine Liste aller FSx fiir Lustre verfiigbaren Metriken finden Sie unterUberwachung mit Amazon
CloudWatch.

Verwenden von Datenrepository-Aufgaben zum Importieren von
Anderungen

Die Aufgabe Datenrepository importieren importiert Metadaten von Objekten, die in Ihrem S3-Daten-
Repository neu sind oder geandert wurden, und erstellt eine neue Datei- oder Verzeichnisliste flr
jedes neue Objekt im S3-Daten-Repository. Fur jedes Objekt, das im Datenrepository geandert
wurde, wird die entsprechende Datei- oder Verzeichnisliste mit den neuen Metadaten aktualisiert. FUr
Objekte, die aus dem Datenspeicher geldscht wurden, werden keine Malinahmen ergriffen.

Gehen Sie wie folgt vor, um Metadatenanderungen mithilfe der FSx Amazon-Konsole und CLI zu
importieren. Beachten Sie, dass Sie eine Datenrepository-Aufgabe flir mehrere verwenden kénnen
DRAs.
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Um Anderungen an Metadaten zu importieren (Konsole)

1.

2
3.
4

Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

Wabhlen Sie im Navigationsbereich Dateisysteme und anschlielRend Ihr Lustre Dateisystem aus.
Wabhlen Sie die Registerkarte Daten-Repository.

Wabhlen Sie im Bereich Datenrepository-Verknipfungen die Datenrepository-Verknipfungen aus,
fur die Sie die Importaufgabe erstellen méchten.

Wabhlen Sie im Menu Aktionen die Option Aufgabe importieren aus. Diese Option ist
nicht verfigbar, wenn das Dateisystem nicht mit einem Datenrepository verknupft ist. Die
Aufgabenseite Import-Daten-Repository erstellen wird angezeigt.

(Optional) Geben Sie bis zu 32 Verzeichnisse oder Dateien an, die aus Ihren verknlpften S3-
Buckets importiert werden sollen, indem Sie die Pfade zu diesen Verzeichnissen oder Dateien
unter Zu importierende Datenrepository-Pfade angeben.

® Note

Wenn ein von lhnen angegebener Pfad nicht gultig ist, schlagt die Aufgabe fehl.

(Optional) Wahlen Sie unter Abschlussbericht die Option Aktivieren aus, um nach Abschluss

der Aufgabe einen Bericht Giber den Abschluss der Aufgabe zu erstellen. Ein Bericht Gber den
Abschluss der Aufgabe enthalt Details zu den Dateien, die von der Aufgabe verarbeitet wurden
und die dem unter Berichtsbereich angegebenen Umfang entsprechen. Um den Ort anzugeben,
an den Amazon den Bericht liefern FSx soll, geben Sie einen relativen Pfad in einem verknipften
S3-Datenrepository als Berichtspfad ein.

Wahlen Sie Erstellen aus.

Eine Benachrichtigung oben auf der Seite Dateisysteme zeigt, dass die Aufgabe, die Sie gerade
erstellt haben, in Bearbeitung ist.

Um den Status und die Details der Aufgabe einzusehen, scrollen Sie auf der Registerkarte Daten-
Repository fur das Dateisystem nach unten zum Bereich Daten-Repository-Aufgaben. In der
Standardsortierreihenfolge wird die neueste Aufgabe ganz oben in der Liste angezeigt.

Um auf dieser Seite eine Aufgabenzusammenfassung anzuzeigen, wahlen Sie die Task-ID fir die
Aufgabe, die Sie gerade erstellt haben. Die Ubersichtsseite fiir die Aufgabe wird angezeigt.
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So importieren Sie Metadatenadnderungen (CLI)

 Verwenden Sie den create-data-repository-taskCLI-Befehl, um Metadatendnderungen
in Ihr FSx for Lustre-Dateisystem zu importieren. Die entsprechende API-Operation ist
CreateDataRepositoryTask.

$ aws fsx create-data-repository-task \

--file-system-id fs-0123456789abcdef® \

--type IMPORT_METADATA_FROM_REPOSITORY \

--paths s3://bucketnamel/dirl/pathl \

--report Enabled=true,Path=s3://bucketnamel/dirl/
pathl, Format=REPORT_CSV_20191124,Scope=FAILED_FILES_ONLY

Nach erfolgreicher Erstellung der Datenrepository-Aufgabe FSx gibt Amazon die
Aufgabenbeschreibung als JSON zurick.

Nachdem Sie die Aufgabe zum Importieren von Metadaten aus dem verknipften Datenrepository
erstellt haben, kdnnen Sie den Status der Aufgabe zum Importieren des Datenrepositorys Uberprifen.
Weitere Informationen zum Anzeigen von Datenrepository-Aufgaben finden Sie unterZugreifen auf
Datenrepository-Aufgaben.

Vorladen von Dateien in |hr Dateisystem
Sie kénnen optional Inhalte einzelner Dateien oder Verzeichnisse vorab in |hr Dateisystem laden.
Dateien mithilfe von HSM-Befehlen importieren

Amazon FSx kopiert Daten aus Ihrem Amazon S3 S3-Daten-Repository, wenn auf eine Datei zum
ersten Mal zugegriffen wird. Aufgrund dieses Ansatzes kommt es beim ersten Lesen oder Schreiben
in eine Datei zu einer geringen Latenz. Wenn lhre Anwendung empfindlich auf diese Latenz reagiert
und Sie wissen, auf welche Dateien oder Verzeichnisse lhre Anwendung zugreifen muss, kénnen
Sie optional Inhalte einzelner Dateien oder Verzeichnisse vorab laden. Dazu verwenden Sie den
hsm_restore folgenden Befehl.

Sie kénnen den hsm_action Befehl (der mit dem 1fs Benutzerprogramm ausgegeben wird)
verwenden, um zu Uberprifen, ob der Inhalt der Datei vollstandig in das Dateisystem geladen wurde.
Der Riuckgabewert von NOOP gibt an, dass die Datei erfolgreich geladen wurde. FUhren Sie die
folgenden Befehle von einer Recheninstanz aus, auf der das Dateisystem eingehangt ist. path/to/
fileErsetzen Sie es durch den Pfad der Datei, die Sie vorab in Ihr Dateisystem laden.
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sudo 1fs hsm_restore path/to/file
sudo 1fs hsm_action path/to/file

Sie kdnnen Ihr gesamtes Dateisystem oder ein ganzes Verzeichnis innerhalb lhres Dateisystems
vorladen, indem Sie die folgenden Befehle verwenden. (Das nachstehende Und-Zeichen sorgt
dafur, dass ein Befehl als Hintergrundprozess ausgefuhrt wird.) Wenn Sie das gleichzeitige Vorladen
mehrerer Dateien anfordern, FSx ladt Amazon Ihre Dateien parallel aus Ihrem Amazon S3 S3-
Daten-Repository. Wenn eine Datei bereits in das Dateisystem geladen wurde, wird sie durch den
hsm_restore Befehl nicht erneut geladen.

nohup find local/directory -type f -print@ | xargs -0 -n 1 -P 8 sudo 1fs hsm_restore &

® Note

Wenn |hr verknlpfter S3-Bucket groRer als Ihr Dateisystem ist, sollten Sie in der Lage sein,
alle Dateimetadaten in Ihr Dateisystem zu importieren. Sie kénnen jedoch nur so viele
tatsachliche Dateidaten laden, wie in den verbleibenden Speicherplatz des Dateisystems
passen. Sie erhalten eine Fehlermeldung, wenn Sie versuchen, auf Dateidaten zuzugreifen,
obwohl im Dateisystem kein Speicherplatz mehr vorhanden ist. In diesem Fall kbnnen Sie die
Speicherkapazitat nach Bedarf erhéhen. Weitere Informationen finden Sie unter Verwaltung
der Speicherkapazitat.

Schritt zur Validierung

Sie kénnen das unten aufgefihrte Bash-Skript ausfiihren, um herauszufinden, wie viele Dateien oder
Objekte sich in einem archivierten (veroffentlichten) Zustand befinden.

Um die Leistung des Skripts zu verbessern, insbesondere in Dateisystemen mit einer grol3en Anzahl
von Dateien, werden CPU-Threads automatisch anhand der /proc/cpuproc Datei bestimmt. Das
heillt, Sie werden eine schnellere Leistung mit einer EC2 Amazon-Instance mit einer hdheren vCPU-
Anzahl feststellen.

1. Richten Sie das Bash-Skript ein.

#!/bin/bash

# Check if a directory argument is provided
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2.

if [ $# -ne 1 ]1; then
echo "Usage: $0 /path/to/lustre/mount"
exit 1

fi

# Set the root directory from the argument
ROOT_DIR="$1"

# Check if the provided directory exists

if [ ! -d "$ROOT_DIR" ]; then
echo "Error: Directory $ROOT_DIR does not exist."
exit 1

fi

# Automatically detect number of CPUs and set threads
if command -v nproc &> /dev/null; then
THREADS=$(nproc)
elif [ -f /proc/cpuinfo ]; then
THREADS=$(grep -c Aprocessor /proc/cpuinfo)
else
echo "Unable to determine number of CPUs. Defaulting to 1 thread."
THREADS=1
fi

# Output file
OUTPUT_FILE="released_objects_$(date +%Y%m%d_%H%M%S).txt"

echo "Searching in $ROOT_DIR for all released objects using $THREADS threads"
echo "This may take a while depending on the size of the filesystem..."

# Find all released files in the specified lustre directory using parallel

# If you get false positives for file names/paths that include the word
'released’,

# you can grep 'released exists archived' instead of just 'released'

time sudo 1fs find "$ROOT_DIR" -type f | \

parallel --will-cite -j "$THREADS" -n 1000 "sudo 1lfs hsm_state {} | grep released"
> "$OUTPUT_FILE"

echo "Search complete. Released objects are listed in $OUTPUT_FILE"
echo "Total number of released objects: $(wc -1 <"$OUTPUT_FILE")"

Machen Sie das Skript ausfuhrbar:
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$ chmod +x find_lustre_released_files.sh

3. Fuhren Sie das Skript wie im folgenden Beispiel aus:

$ ./find_lustre_released_files.sh /fsxl/sample

Searching in /fsxl/sample for all released objects using 16 threads

This may take a while depending on the size of the filesystem...

real @m9.906s

user @ml.502s

sys Om5.653s

Search complete. Released objects are listed in
released_objects_20241121_184537.txt

Total number of released objects: 30000

Wenn freigegebene Objekte vorhanden sind, fihren Sie eine Massenwiederherstellung der
gewunschten Verzeichnisse durch, in die die Dateien von S3 FSx flir Lustre tbertragen werden
sollen, wie im folgenden Beispiel:

$ DIR=/path/to/lustre/mount
$ nohup find $DIR -type f -print@® | xargs -0 -n 1 -P 8 sudo 1fs hsm_restore &

Beachten Sie, dass hsm_restore dies bei Millionen von Dateien eine Weile dauern kann.

Anderungen in das Daten-Repository exportieren

Sie kdnnen Anderungen an Daten und POSIX-Metadatenénderungen aus lhrem FSx for Lustre-
Dateisystem in ein verknlpftes Daten-Repository exportieren. Zu den zugehérigen POSIX-Metadaten
gehoren Besitz, Berechtigungen und Zeitstempel.

Verwenden Sie eine der folgenden Methoden, um Anderungen aus dem Dateisystem zu exportieren.

» Konfigurieren Sie |hr Dateisystem so, dass neue, geanderte oder geléschte Dateien automatisch
in Ihr verknipftes Datenrepository exportiert werden. Weitere Informationen finden Sie unter
Exportieren Sie Updates automatisch in lhren S3-Bucket.

+ Verwenden Sie eine On-Demand-Aufgabe zum Exportieren von Datenrepositorys. Weitere
Informationen finden Sie unter Verwenden von Datenrepository-Aufgaben zum Exportieren von

Anderungen.
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Aufgaben zum automatischen Exportieren und Exportieren von Datenrepositorys kdnnen nicht
gleichzeitig ausgefihrt werden.

/A Important
Beim automatischen Export werden die folgenden Metadatenoperationen auf Ihrem
Dateisystem nicht mit S3 synchronisiert, wenn die entsprechenden Objekte in S3 Glacier
Flexible Retrieval gespeichert sind:

 chmod

 Chown

* umbenennen

Wenn Sie den automatischen Export flr eine Datenrepository-Verknupfung aktivieren, exportiert lhr
Dateisystem automatisch Dateidaten und Metadatenéanderungen, wenn Dateien erstellt, gedndert
oder geldscht werden. Wenn Sie Dateien oder Verzeichnisse mithilfe einer Aufgabe zum Exportieren
eines Datenrepositorys exportieren, exportiert Ihr Dateisystem nur Datendateien und Metadaten, die
seit dem letzten Export erstellt oder geandert wurden.

Sowohl beim automatischen Export als auch beim Exportieren von Datenrepositorys werden POSIX-
Metadaten exportiert. Weitere Informationen finden Sie unter Unterstitzung von POSIX-Metadaten

fur Datenrepositorys.

/A Important
* Um sicherzustellen, dass FSx for Lustre Ihre Daten in lhren S3-Bucket exportieren kann,
mussen sie in einem UTF-8-kompatiblen Format gespeichert werden.

» S3-Objektschliissel haben eine maximale Lange von 1.024 Byte. FSx for Lustre exportiert
keine Dateien, deren entsprechender S3-Objektschlissel langer als 1.024 Byte ware.

® Note

Alle Objekte, die durch automatische Export- und Export-Datenrepository-Aufgaben erstellt
wurden, werden mit der Speicherklasse S3 Standard geschrieben.
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Themen

» Exportieren Sie Updates automatisch in Ihren S3-Bucket

« Verwenden von Datenrepository-Aufgaben zum Exportieren von Anderungen

» Exportieren von Dateien mithilfe von HSM-Befehlen

Exportieren Sie Updates automatisch in Ihren S3-Bucket

Sie kdnnen Ihr FSx for Lustre-Dateisystem so konfigurieren, dass der Inhalt eines verknlpften S3-
Buckets automatisch aktualisiert wird, wenn Dateien im Dateisystem hinzugefigt, gedndert oder
geldscht werden. FSx for Lustre erstellt, aktualisiert oder 16scht das Objekt in S3 entsprechend der
Anderung im Dateisystem.

(® Note

Der automatische Export ist FSx fur Lustre 2.10-Dateisysteme oder Dateisysteme nicht
verfugbar. Scratch 1

Sie kénnen in ein Daten-Repository exportieren, das sich im selben AWS-Region Dateisystem oder in
einem anderen befindet. AWS-Region

Sie kbnnen den automatischen Export konfigurieren, wenn Sie die Datenrepository-Zuordnung
erstellen, und die Einstellungen fur den automatischen Export jederzeit mithilfe der FSx
Managementkonsole AWS CLI, der und der AWS API aktualisieren.

/A Important

« Wenn eine Datei im Dateisystem geandert wird, wobei alle automatischen Exportrichtlinien
aktiviert und der automatische Import deaktiviert ist, wird der Inhalt dieser Datei immer in
ein entsprechendes Objekt in S3 exportiert. Wenn am Zielort bereits ein Objekt vorhanden
ist, wird das Objekt Uberschrieben.

* Wenn eine Datei sowohl im Dateisystem als auch in S3 geandert wird und alle
automatischen Import- und Exportrichtlinien aktiviert sind, kann entweder die Datei im
Dateisystem oder das Objekt in S3 durch die andere Uberschrieben werden. Es ist nicht
garantiert, dass eine spatere Bearbeitung an einem Ort eine friihere Bearbeitung an einem
anderen Ort Uberschreibt. Wenn Sie dieselbe Datei sowohl im Dateisystem als auch im
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S3-Bucket andern, sollten Sie die Koordination auf Anwendungsebene sicherstellen, um
solche Konflikte zu vermeiden. FSx for Lustre verhindert nicht, dass widersprichliche
Schreibvorgénge an mehreren Speicherorten auftreten.

Die Exportrichtlinie legt fest, wie Lustre lhren verknipften S3-Bucket aktualisieren soll, wenn sich der
Inhalt im Dateisystem andert. FSx Eine Datenrepository-Zuordnung kann Gber eine der folgenden
automatischen Exportrichtlinien verfiigen:

* Neu — FSx flr Lustre wird das S3-Daten-Repository nur dann automatisch aktualisiert, wenn eine
neue Datei, ein neues Verzeichnis oder ein neuer Symlink im Dateisystem erstellt wird.

» Geandert — FSx bei Lustre wird das S3-Daten-Repository nur dann automatisch aktualisiert, wenn
eine bestehende Datei im Dateisystem geéndert wird. Bei Anderungen des Dateiinhalts muss die
Datei geschlossen werden, bevor sie in das S3-Repository Gibertragen wird. Metadatendnderungen
(Umbenennung, Besitz, Berechtigungen und Zeitstempel) werden weitergegeben, wenn der
Vorgang abgeschlossen ist. Beim Umbenennen von Anderungen (einschlieBlich Verschiebungen)
wird das bestehende (zuvor umbenannte) S3-Objekt geléscht und ein neues S3-Objekt mit dem
neuen Namen erstellt.

» Geldscht — FSx bei Lustre wird das S3-Daten-Repository nur dann automatisch aktualisiert, wenn
eine Datei, ein Verzeichnis oder ein Symlink im Dateisystem geléscht wird.

» Beliebige Kombination aus ,Neu*, ,Geandert* und ,,Geléscht* — FSx bei Lustre wird das S3-
Daten-Repository automatisch aktualisiert, wenn eine der angegebenen Aktionen im Dateisystem
stattfindet. Sie kdnnen beispielsweise angeben, dass das S3-Repository aktualisiert wird, wenn
eine Datei zum Dateisystem hinzugefligt (Neu) oder aus dem Dateisystem entfernt (geldscht) wird,
aber nicht, wenn eine Datei geédndert wird.

» Keine Richtlinie konfiguriert — FSx denn Lustre aktualisiert das S3-Daten-Repository nicht
automatisch, wenn Dateien zum Dateisystem hinzugefiigt, gedndert oder aus dem Dateisystem
geléscht werden. Wenn Sie keine Exportrichtlinie konfigurieren, ist der automatische Export
deaktiviert. Sie kénnen Anderungen immer noch manuell exportieren, indem Sie eine Aufgabe
zum Exportieren eines Datenrepositorys verwenden, wie unter beschriebenVerwenden von

Datenrepository-Aufgaben zum Exportieren von Anderungen.

Fir die meisten Anwendungsfalle empfehlen wir, die Exportrichtlinie ,Neu“, ,Geandert* und ,Geléscht®
zu konfigurieren. Diese Richtlinie stellt sicher, dass alle an lhrem Dateisystem vorgenommenen
Aktualisierungen automatisch in Ihr verknipftes S3-Datenrepository exportiert werden.
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Wir empfehlen, die Protokollierung in CloudWatch Logs zu aktivieren, um Informationen zu Dateien

oder Verzeichnissen zu protokollieren, die nicht automatisch exportiert werden konnten. Warnungen

und Fehler im Protokoll enthalten Informationen zur Fehlerursache. Weitere Informationen finden Sie

unter Datenrepository-Ereignisprotokolle.

@ Note

Wiahrend der Exportvorgénge die Zugriffszeit (atime) und die Anderungszeit (mtime) mit
S3 synchronisiert werden, I16sen Anderungen an diesen Zeitstempeln allein noch keinen
automatischen Export aus. Nur Anderungen am Dateiinhalt oder an anderen Metadaten (wie
Eigentum oder Berechtigungen) I6sen einen automatischen Export nach S3 aus.

Die Exporteinstellungen werden aktualisiert

Sie kénnen die Exporteinstellungen eines Dateisystems auf einen verknlpften S3-Bucket festlegen,

wenn Sie die Datenrepository-Zuordnung erstellen. Weitere Informationen finden Sie unter Einen Link

zu einem S3-Bucket erstellen.

Sie kdnnen auch die Exporteinstellungen, einschliel3lich der Exportrichtlinie, jederzeit aktualisieren.
Weitere Informationen finden Sie unter Einstellungen flr die Datenrepository-Zuordnung werden

aktualisiert.
Uberwachung des automatischen Exports

Sie kénnen die Verknupfungen von Datenrepositorys mit automatischem Export anhand

einer Reihe von auf Amazon verdéffentlichten Metriken Uberwachen CloudWatch. Die
AgeOf0ldestQueuedMessage Metrik gibt das Alter der altesten Aktualisierung des Dateisystems
an, die noch nicht nach S3 exportiert wurde. Wenn der lber einen langeren Zeitraum gréler als
Null AgeOfOldestQueuedMessage ist, empfehlen wir, die Anzahl der Anderungen (insbesondere
Verzeichnisumbenennungen), die aktiv am Dateisystem vorgenommen werden, voribergehend zu
reduzieren, bis die Nachrichtenwarteschlange reduziert wurde. Weitere Informationen finden Sie
unter FSx fUr Lustre S3-Repository-Metriken.

/A Important

Wenn Sie eine Datenrepository-Zuordnung oder ein Dateisystem mit aktiviertem
automatischen Export I6schen, sollten Sie zunachst sicherstellen, dass der Wert Null
AgeOf0ldestQueuedMessage ist, d. h., dass es keine Anderungen gibt, die noch nicht
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exportiert wurden. Wenn der Wert grofRer als Null AgeOfOldestQueuedMessage ist, wenn
Sie lhre Datenrepository-Zuordnung oder Ihr Dateisystem Iéschen, werden die Anderungen,
die noch nicht exportiert wurden, Ihren verknlpften S3-Bucket nicht erreichen. Um dies zu
vermeiden, warten AgeOf0ldestQueuedMessage Sie, bis Null erreicht ist, bevor Sie lhre
Datenrepository-Zuordnung oder Ihr Dateisystem I6schen.

Verwenden von Datenrepository-Aufgaben zum Exportieren von
Anderungen

Die Aufgabe zum Exportieren von Datenrepositorien exportiert Dateien, die in Inrem Dateisystem neu
sind oder geandert wurden. Sie erstellt ein neues Objekt in S3 fur jede neue Datei im Dateisystem.
Fir jede Datei, die im Dateisystem geandert wurde oder deren Metadaten geandert wurden, wird das
entsprechende Objekt in S3 durch ein neues Objekt mit den neuen Daten und Metadaten ersetzt. Flr
Dateien, die aus dem Dateisystem geldscht wurden, werden keine Mal3nhahmen ergriffen.

(® Note

Beachten Sie bei der Verwendung von Aufgaben zum Exportieren von Datenrepositorys
Folgendes:

* Die Verwendung von Platzhaltern zum Ein- oder AusschlieRen von Dateien fur den Export
wird nicht unterstutzt.

» Bei der Ausflihrung von mv Vorgangen wird die Zieldatei nach dem Verschieben nach S3
exportiert, auch wenn keine UID, GID, Berechtigung oder Inhaltsdnderung vorgenommen
wurde.

Gehen Sie wie folgt vor, um Daten und Metadatenénderungen im Dateisystem mithilfe der FSx
Amazon-Konsole und CLI in verknlpfte S3-Buckets zu exportieren. Beachten Sie, dass Sie eine
Datenrepository-Aufgabe fur mehrere DRAs verwenden kdnnen.

Um Anderungen zu exportieren (Konsole)

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Navigationsbereich Dateisysteme und anschlielend lhr Lustre Dateisystem aus.

3. Wahlen Sie die Registerkarte Daten-Repository.
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4.

Wabhlen Sie im Bereich Datenrepository-Verknipfungen die Datenrepository-Zuordnung aus, fir
die Sie die Exportaufgabe erstellen méchten.

Wabhlen Sie fir Aktionen die Option Aufgabe exportieren aus. Diese Option ist nicht
verfligbar, wenn das Dateisystem nicht mit einem Daten-Repository auf S3 verknlpft ist. Das
Aufgabendialogfeld Exportdaten-Repository erstellen wird angezeigt.

(Optional) Geben Sie bis zu 32 Verzeichnisse oder Dateien an, die aus Ihrem FSx Amazon-
Dateisystem exportiert werden sollen, indem Sie die Pfade zu diesen Verzeichnissen oder
Dateien unter Zu exportierende Dateisystempfade angeben. Die Pfade, die Sie angeben,
mussen sich auf den Bereitstellungspunkt des Dateisystems beziehen. Wenn der Einhangepunkt
ein Verzeichnis oder eine Datei auf dem Dateisystem /mnt/fsx/pathl ist /mnt/fsx und ist,
das Sie exportieren mdchten, dann ist der Pfad, den Sie angeben mdchtenpathl.

® Note

Wenn ein von lhnen angegebener Pfad nicht glltig ist, schlagt die Aufgabe fehl.

(Optional) Wahlen Sie unter Abschlussbericht die Option Aktivieren aus, um nach Abschluss
der Aufgabe einen Bericht Giber den Abschluss der Aufgabe zu erstellen. Ein Bericht Gber den
Abschluss der Aufgabe enthalt Details zu den Dateien, die von der Aufgabe verarbeitet wurden
und die dem unter Berichtsbereich angegebenen Umfang entsprechen. Um den Speicherort
anzugeben, an den Amazon den Bericht liefern FSx soll, geben Sie einen relativen Pfad im
verknulpften S3-Datenrepository des Dateisystems als Berichtspfad ein.

Wahlen Sie Erstellen aus.

Eine Benachrichtigung oben auf der Seite Dateisysteme zeigt, dass die Aufgabe, die Sie gerade
erstellt haben, in Bearbeitung ist.

Um den Status und die Details der Aufgabe einzusehen, scrollen Sie auf der Registerkarte Daten-
Repository fir das Dateisystem nach unten zum Bereich Daten-Repository-Aufgaben. In der
Standardsortierreihenfolge wird die neueste Aufgabe ganz oben in der Liste angezeigt.

Um auf dieser Seite eine Aufgabenzusammenfassung anzuzeigen, wahlen Sie die Task-ID fir die
Aufgabe, die Sie gerade erstellt haben. Die Ubersichtsseite fiir die Aufgabe wird angezeigt.
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Um Anderungen zu exportieren (CLI)

« Verwenden Sie den create-data-repository-taskCLI-Befehl, um Daten und
Metadatendnderungen in lhrem FSx for Lustre-Dateisystem zu exportieren. Die entsprechende
API-Operation ist CreateDataRepositoryTask.

$ aws fsx create-data-repository-task \
--file-system-id fs-0123456789abcdef® \
--type EXPORT_TO_REPOSITORY \
--paths pathl,path2/filel \
--report Enabled=true

Nach erfolgreicher Erstellung der Datenrepository-Aufgabe FSx gibt Amazon die
Aufgabenbeschreibung als JSON zurick, wie im folgenden Beispiel gezeigt.

"Task": {
"TaskId": "task-123f8cd8e330c1321",
"Type": "EXPORT_TO_REPOSITORY",
"Lifecycle": "PENDING",
"FileSystemId": "fs-0123456789abcdef0",
"Paths": ["pathl", "path2/filel"],
"Report": {
"Path":"s3://dataset-01/reports"”,
"Format":"REPORT_CSV_20191124",
"Enabled":true,
"Scope":"FAILED_FILES_ONLY"
},
"CreationTime": "1545070680.120",
"ClientRequestToken": "10192019-drt-12",
"ResourceARN": "arn:aws:fsx:us-
east-1:123456789012:task:task-123f8cd8e330c1321"
}

Nachdem Sie die Aufgabe zum Exportieren von Daten in das verknlpfte Datenrepository erstellt
haben, kdnnen Sie den Status der Aufgabe zum Exportieren des Datenrepositorys Gberprifen.
Weitere Informationen zum Anzeigen von Datenrepository-Aufgaben finden Sie unterZugreifen auf
Datenrepository-Aufgaben.
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Exportieren von Dateien mithilfe von HSM-Befehlen

(@ Note

Um Anderungen an den Daten und Metadaten lhres FSx for Lustre-Dateisystems in ein
dauerhaftes Daten-Repository auf Amazon S3 zu exportieren, verwenden Sie die unter
beschriebene automatische Exportfunktion. Exportieren Sie Updates automatisch in Ihren
S3-Bucket Sie kdnnen auch Aufgaben zum Exportieren von Datenrepositorys verwenden,
die unter beschrieben sind. Verwenden von Datenrepository-Aufgaben zum Exportieren von

Anderungen

Um eine einzelne Datei in Ihr Daten-Repository zu exportieren und zu Uberprifen, ob die Datei
erfolgreich in Ihr Daten-Repository exportiert wurde, kénnen Sie die folgenden Befehle ausfihren.
Ein Rickgabewert von states: (0x00000009) exists archived gibt an, dass die Datei
erfolgreich exportiert wurde.

sudo 1fs hsm_archive path/to/export/file
sudo 1fs hsm_state path/to/export/file

(® Note

Sie mussen die HSM-Befehle (z. B.hsm_archive) als Root-Benutzer oder mithilfe von sudo
ausfuhren.

Fuhren Sie die folgenden Befehle aus, um |hr gesamtes Dateisystem oder ein ganzes Verzeichnis
in Inrem Dateisystem zu exportieren. Wenn Sie mehrere Dateien gleichzeitig exportieren, exportiert
Amazon FSx for Lustre lhre Dateien parallel in Inr Amazon S3 S3-Daten-Repository.

nohup find local/directory -type f -print® | xargs -0 -n 1 sudo 1fs hsm_archive &
Fuhren Sie den folgenden Befehl aus, um festzustellen, ob der Export abgeschlossen wurde.

find path/to/export/file -type f -print® | xargs -0 -n 1 -P 8 sudo 1fs hsm_state | awk
"1/\<archived\>/ || /\<dirty\>/' | wc -1

Wenn der Befehl zuriickkehrt und keine Dateien mehr Ubrig sind, ist der Export abgeschlossen.
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Datenrepository-Aufgaben

Mithilfe von Aufgaben zum Importieren und Exportieren von Datenrepositorys kénnen Sie die
Ubertragung von Daten und Metadaten zwischen Ihrem FSx for Lustre-Dateisystem und seinen
dauerhaften Datenrepositorys auf Amazon S3 verwalten.

Datenrepository-Aufgaben optimieren die Daten- und Metadatentransfers zwischen lhrem FSx for
Lustre-Dateisystem und einem Daten-Repository auf S3. Eine Mdglichkeit, dies zu tun, besteht

darin, Anderungen zwischen Ihrem FSx Amazon-Dateisystem und dem verkniipften Datenrepository
zu verfolgen. Sie tun dies auch, indem sie parallel Ubertragungstechniken verwenden, um Daten

mit Geschwindigkeiten von bis zu Hunderten von zu Ubertragen GBps. Sie erstellen und zeigen
Datenrepository-Aufgaben mithilfe der FSx Amazon-Konsole AWS CLI, der und der FSx Amazon-API
an.

Datenrepository-Aufgaben verwalten die POSIX-Metadaten (Portable Operating System Interface)
des Dateisystems, einschlielich Eigentumsrechte, Berechtigungen und Zeitstempel. Da die
Aufgaben diese Metadaten verwalten, kénnen Sie Zugriffskontrollen zwischen lhrem FSx for Lustre-
Dateisystem und den verknupften Datenrepositorys implementieren und aufrechterhalten.

Sie kdnnen eine Aufgabe zum Freigeben von Datenrepositorys verwenden, um Speicherplatz im
Dateisystem fur neue Dateien freizugeben, indem Sie nach Amazon S3 exportierte Dateien freigeben.
Der Inhalt der veréffentlichten Datei wird entfernt, aber die Metadaten der veréffentlichten Datei
verbleiben im Dateisystem. Benutzer und Anwendungen kénnen weiterhin auf eine veroéffentlichte
Datei zugreifen, indem sie die Datei erneut lesen. Wenn der Benutzer oder die Anwendung die
veroffentlichte Datei liest, ruft FSx for Lustre den Dateiinhalt transparent von Amazon S3 ab.

Arten von Datenrepository-Aufgaben
Es gibt drei Arten von Datenrepository-Aufgaben:

» Exportieren Sie Datenrepository-Aufgaben: Export aus lhrem Lustre Dateisystem in einen
verknlpften S3-Bucket.

+ Datenrepository-Aufgaben importieren Import aus einem verknipften S3-Bucket in |hr Lustre
Dateisystem.

» Datenrepository-Aufgaben geben Dateien frei, die aus Ihrem Lustre Dateisystem in einen
verknupften S3-Bucket exportiert wurden.

Weitere Informationen finden Sie unter Eine Datenrepository-Aufgabe erstellen.
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Themen

« Den Status und die Details einer Aufgabe verstehen

» Verwenden von Datenrepository-Aufgaben

» Mit Berichten Uber den Abschluss von Aufgaben arbeiten

» Behebung von Fehlern bei Datenrepository-Aufgaben

Den Status und die Details einer Aufgabe verstehen

Eine Datenrepository-Aufgabe enthalt beschreibende Informationen und einen Lebenszyklusstatus.

Nachdem eine Aufgabe erstellt wurde, kdnnen Sie die folgenden detaillierten Informationen fir eine
Datenrepository-Aufgabe mithilfe der FSx Amazon-Konsole, CLI oder APl anzeigen:

* Der Aufgabentyp:
 EXPORT_TO_REPOSITORYweist auf eine Exportaufgabe hin.
« IMPORT_METADATA_FROM_REPOSITORYweist auf eine Importaufgabe hin.
 RELEASE_DATA_FROM_FILESYSTEMweist auf eine Release-Aufgabe hin.
» Das Dateisystem, auf dem die Aufgabe ausgefiihrt wurde.
 Die Zeit der Erstellung der Aufgabe.
* Der Status der Aufgabe.
» Die Gesamtzahl der Dateien, die von der Aufgabe verarbeitet wurden.
» Die Gesamtzahl der Dateien, die die Aufgabe erfolgreich verarbeitet hat.

+ Die Gesamtzahl der Dateien, die die Aufgabe nicht verarbeiten konnte. Dieser Wert ist grof3er als
Null, wenn der Aufgabenstatus FEHLGESCHLAGEN ist. Detaillierte Informationen zu Dateien,
bei denen Fehler aufgetreten sind, sind in einem Bericht zum Abschluss der Aufgabe verflgbar.
Weitere Informationen finden Sie unter Mit Berichten Uber den Abschluss von Aufgaben arbeiten.

» Die Uhrzeit, zu der die Aufgabe gestartet wurde.

» Die Uhrzeit, zu der der Aufgabenstatus zuletzt aktualisiert wurde. Der Aufgabenstatus wird alle 30
Sekunden aktualisiert.

Eine Datenrepository-Aufgabe kann einen der folgenden Status haben:

* PENDING bedeutet, dass Amazon die Aufgabe nicht gestartet FSx hat.
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« EXECUTING gibt an, dass Amazon FSx die Aufgabe bearbeitet.

* FAILED bedeutet, dass Amazon die Aufgabe FSx nicht erfolgreich verarbeitet hat. Beispielsweise
kann es Dateien geben, die die Aufgabe nicht verarbeiten konnte. Die Aufgabendetails enthalten
weitere Informationen Uber den Fehler. Weitere Informationen zu fehlgeschlagenen Aufgaben
finden Sie unterBehebung von Fehlern bei Datenrepository-Aufgaben.

« SUCCEED bedeutet, dass Amazon die Aufgabe erfolgreich FSx abgeschlossen hat.
« CANCELED gibt an, dass die Aufgabe storniert und nicht abgeschlossen wurde.
» CANCELING bedeutet, dass Amazon FSx gerade dabei ist, die Aufgabe abzubrechen.

Weitere Informationen zum Zugriff auf bestehende Datenrepository-Aufgaben finden Sie unter.
Zugreifen auf Datenrepository-Aufgaben

Verwenden von Datenrepository-Aufgaben

In den folgenden Abschnitten finden Sie detaillierte Informationen zur Verwaltung von
Datenrepository-Aufgaben. Sie kénnen Datenrepository-Aufgaben mithilfe der FSx Amazon-Konsole,
CLI oder API erstellen, duplizieren, Details anzeigen und stornieren.

Themen

» Eine Datenrepository-Aufgabe erstellen

» Eine Aufgabe duplizieren

» Zugreifen auf Datenrepository-Aufgaben

» Abbrechen einer Datenrepository-Aufgabe

Eine Datenrepository-Aufgabe erstellen

Sie kénnen eine Datenrepository-Aufgabe mithilfe der FSx Amazon-Konsole, CLI oder API erstellen.
Nachdem Sie eine Aufgabe erstellt haben, kénnen Sie den Fortschritt und den Status der Aufgabe
mithilfe der Konsole, CLI oder APl anzeigen.

Sie kdnnen drei Arten von Datenrepository-Aufgaben erstellen:

+ Die Aufgabe Datenrepository exportieren exportiert Daten aus lhrem Lustre Dateisystem in einen
verknupften S3-Bucket. Weitere Informationen finden Sie unter Verwenden von Datenrepository-
Aufgaben zum Exportieren von Anderungen.
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» Die Aufgabe Datenrepository importieren importiert aus einem verknupften S3-Bucket in lhr Lustre
Dateisystem. Weitere Informationen finden Sie unter Verwenden von Datenrepository-Aufgaben
zum Importieren von Anderungen.

» Die Aufgabe Datenrepository freigeben gibt Dateien aus lhrem Lustre Dateisystem frei, die in einen
verknupften S3-Bucket exportiert wurden. Weitere Informationen finden Sie unter Verwenden von
Datenrepository-Aufgaben zur Freigabe von Dateien.

Eine Aufgabe duplizieren

Sie kénnen eine bestehende Datenrepository-Aufgabe in der FSx Amazon-Konsole duplizieren.
Wenn Sie eine Aufgabe duplizieren, wird eine exakte Kopie der vorhandenen Aufgabe auf der
Aufgabenseite Daten-Repository erstellen oder Daten-Repository zum Exportieren erstellen
angezeigt. Sie kdnnen die Pfade fur den Export oder Import nach Bedarf andern, bevor Sie die neue
Aufgabe erstellen und ausfihren.

(@ Note
Eine Anforderung zur Ausflihrung einer doppelten Aufgabe schlagt fehl, wenn bereits eine
exakte Kopie dieser Aufgabe ausgefihrt wird. Eine exakte Kopie einer Aufgabe, die bereits
ausgefuhrt wird, enthalt denselben Dateisystempfad oder dieselben Pfade im Fall einer
Exportaufgabe oder dieselben Datenrepository-Pfade im Fall einer Importaufgabe.

Sie kdnnen eine Aufgabe in der Aufgabendetailansicht, im Bereich Datenrepository-Aufgaben auf
der Registerkarte Datenrepository fur das Dateisystem oder auf der Seite mit den Datenrepository-
Aufgaben duplizieren.

Um eine bestehende Aufgabe zu duplizieren

1.  Wahlen Sie im Bereich Datenrepository-Aufgaben auf der Registerkarte Daten-Repository flr
das Dateisystem eine Aufgabe aus.

2. Wahlen Sie ,Aufgabe duplizieren®. Je nachdem, welchen Aufgabentyp Sie ausgewahlt haben,
wird die Aufgabenseite Import-Daten-Repository erstellen oder Exportdaten-Repository erstellen
angezeigt. Alle Einstellungen fir die neue Aufgabe sind identisch mit denen fir die Aufgabe, die
Sie duplizieren.

3. Andern Sie die Pfade, aus denen Sie importieren oder in die Sie exportieren mdchten, oder
fugen Sie sie hinzu.
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4. Wahlen Sie Erstellen aus.

Zugreifen auf Datenrepository-Aufgaben

Nachdem Sie eine Datenrepository-Aufgabe erstellt haben, kdnnen Sie Uber die FSx Amazon-
Konsole, CLI und API auf die Aufgabe und alle vorhandenen Aufgaben in lhrem Konto zugreifen.
Amazon FSx stellt die folgenden detaillierten Aufgabeninformationen bereit:

Alle vorhandenen Aufgaben.

Alle Aufgaben flr ein bestimmtes Dateisystem.

Alle Aufgaben fur eine bestimmte Datenrepository-Zuordnung.

Alle Aufgaben mit einem bestimmten Lebenszyklusstatus. Weitere Informationen zu Statuswerten
fur den Aufgabenlebenszyklus finden Sie unterDen Status und die Details einer Aufgabe verstehen.

Sie kénnen auf alle vorhandenen Datenrepository-Aufgaben in Inrem Konto zugreifen, indem Sie die
FSx Amazon-Konsole, CLI oder API verwenden, wie im Folgenden beschrieben.

Um Datenrepository-Aufgaben und Aufgabendetails anzuzeigen (Konsole)

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Navigationsbereich das Dateisystem aus, flr das Sie Datenrepository-Aufgaben
anzeigen mochten. Die Seite mit den Dateisystemdetails wird angezeigt.

3. Wahlen Sie auf der Seite mit den Dateisystemdetails die Registerkarte Datenrepository aus. Alle
Aufgaben fur dieses Dateisystem werden im Bereich Datenrepository-Aufgaben angezeigt.

4. Um die Details einer Aufgabe zu sehen, wahlen Sie im Aufgabenbereich ,Datenrepository” die
Option ,Aufgaben-ID “ oder ,Aufgabenname®. Die Seite mit den Aufgabendetails wird angezeigt.
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Task status Info

© Canceled Total number of files to export Info Task start time Info
0 2019-12-17T17:21:15-05:00
Files successfully exported Info Task end time Info
0 2019-12-17T17:22:13-05:00
Files failed to export Info Task last updated time Info
0 2019-12-17T17:21:36-05:00

Completion report

© Enabled Report format Report path
REPORT_CSV_20191124 s3://completion-report-
test/FSxLustre20191217T214233Z/.aws-fsx-
Report scope data-repository-tasks

FAILED_FILES_ONLY

So rufen Sie Datenrepository-Aufgaben und Aufgabendetails ab (CLI)

Mit dem Amazon FSx describe-data-repository-tasksCLI-Befehl kdnnen
Sie alle Datenrepository-Aufgaben und deren Details in Ihrem Konto anzeigen.
DescribeDataRepositoryTasksist der entsprechende API-Befehl.

*  Verwenden Sie den folgenden Befehl, um alle Datenrepository-Aufgabenobjekte in Ihrem Konto
anzuzeigen.

aws fsx describe-data-repository-tasks

Wenn der Befehl erfolgreich ist, FSx gibt Amazon die Antwort im JSON-Format zurick.

"DataRepositoryTasks": [
{

"Lifecycle": "EXECUTING",

"Paths": [1,

"Report": {
"Path":"s3://dataset-01/reports"”,
"Format":"REPORT_CSV_20191124",
"Enabled":true,
"Scope":"FAILED_FILES_ONLY"

.
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"StartTime": 1591863862.288,
"EndTime": ,
"Type": "EXPORT_TO_REPOSITORY",

"Tags": [],
"TaskId": "task-0123456789abcdef3",
"Status": {

"SucceededCount": 4255,
"TotalCount": 4200,
"FailedCount": 55,
"LastUpdatedTime": 1571863875.289
},
"FileSystemId": "fs-0123456789a7",
"CreationTime": 1571863850.075,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789abcdef3"

.

{
"Lifecycle": "FAILED",
"Paths": [],
"Report": {

"Enabled": false,
.
"StartTime": 1571863862.288,
"EndTime": 1571863905.292,
"Type": "EXPORT_TO_REPOSITORY",

IlTagSII: []’
"TaskId": "task-0123456789abcdefl",
"Status": {

"SucceededCount": 1153,
"TotalCount": 1156,
"FailedCount": 3,
"LastUpdatedTime": 1571863875.289
},
"FileSystemId": "fs-0123456789abcdef",
"CreationTime": 1571863850.075,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789abcdefl"

.

{
"Lifecycle": "SUCCEEDED",
"Paths": [],
"Report": {

"Path":"s3://dataset-04/reports"”,
"Format" :"REPORT_CSV_20191124",
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"Enabled":true,
"Scope" :"FAILED_FILES_ONLY"
},
"StartTime": 1571863862.288,
"EndTime": 1571863905.292,
"Type": "EXPORT_TO_REPOSITORY",
"Tags": [],
"TaskId": "task-04299453935122318",
"Status": {
"SucceededCount": 258,
"TotalCount": 258,
"FailedCount": 0,
"LastUpdatedTime": 1771848950.012,
.
"FileSystemId": "fs-0123456789abcdef0",
"CreationTime": 1771848950.012,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789abcdef0"

}

Aufgaben nach Dateisystem anzeigen

Sie kénnen alle Aufgaben fir ein bestimmtes Dateisystem mithilfe der FSx Amazon-Konsole, CLI
oder API anzeigen, wie im Folgenden beschrieben.

Um Aufgaben nach Dateisystem (Konsole) aufgeschliisselt anzuzeigen

1.  Wahlen Sie im Navigationsbereich Dateisysteme aus. Die Seite Dateisysteme wird angezeigt.

2. Wahlen Sie das Dateisystem aus, flur das Sie Datenrepository-Aufgaben anzeigen méchten. Die
Seite mit den Dateisystemdetails wird angezeigt.

3. Wahlen Sie auf der Seite mit den Dateisystemdetails die Registerkarte Datenrepository aus. Alle
Aufgaben flr dieses Dateisystem werden im Bereich Datenrepository-Aufgaben angezeigt.

Um Aufgaben per Dateisystem (CLI) abzurufen

*  Verwenden Sie den folgenden Befehl, um alle Datenrepository-Aufgaben flir das Dateisystem
anzuzeigenfs-0123456789abcdef0.
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aws fsx describe-data-repository-tasks \
--filters Name=file-system-id,Values=fs-0123456789abcdef®

Wenn der Befehl erfolgreich ist, FSx gibt Amazon die Antwort im JSON-Format zurick.

{
"DataRepositoryTasks": [
{
"Lifecycle": "FAILED",
"Paths": [],
"Report": {

"Path":"s3://dataset-04/reports"”,
"Format":"REPORT_CSV_20191124",
"Enabled":true,
"Scope":"FAILED_FILES_ONLY"

1,

"StartTime": 1571863862.288,

"EndTime": 1571863905.292,

"Type": "EXPORT_TO_REPOSITORY",

"Tags": [1],
"TaskId": "task-0123456789%abcdefl",
"Status": {

"SucceededCount": 1153,
"TotalCount": 1156,
"FailedCount": 3,
"LastUpdatedTime": 1571863875.289
.
"FileSystemId": "fs-0123456789abcdef0",
"CreationTime": 1571863850.075,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789%9abcdef1"

1,

{
"Lifecycle": "SUCCEEDED",
"Paths": [],
"Report": {

"Enabled": false,
1,
"StartTime": 1571863862.288,
"EndTime": 1571863905.292,
"Type": "EXPORT_TO_REPOSITORY",
"Tags": [1,
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"TaskId": "task-0123456789abcdef@",
"Status": {
"SucceededCount": 258,
"TotalCount": 258,
"FailedCount": 0,
"LastUpdatedTime": 1771848950.012,
},
"FileSystemId": "fs-0123456789abcdef@",
"CreationTime": 1771848950.012,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789abcdef0"
}

Abbrechen einer Datenrepository-Aufgabe

Sie kénnen eine Datenrepository-Aufgabe abbrechen, wahrend sie sich entweder im Status
AUSSTEHEND oder IN AUSFUHRUNG befindet. Wenn Sie eine Aufgabe stornieren, passiert
Folgendes:

» Amazon verarbeitet FSx keine Dateien, die sich in der Warteschlange zur Verarbeitung befinden.

» Amazon verarbeitet FSx weiterhin alle Dateien, die sich derzeit in Bearbeitung befinden.

» Amazon FSx setzt keine Dateien zurlick, die die Aufgabe bereits verarbeitet hat.

Um eine Datenrepository-Aufgabe abzubrechen (Konsole)

1.
2.

Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

Klicken Sie auf das Dateisystem, flir das Sie eine Datenrepository-Aufgabe abbrechen mdchten.

Offnen Sie die Registerkarte Datenrepository und scrollen Sie nach unten, um den Bereich
Datenrepository-Aufgaben aufzurufen.

Wabhlen Sie die Aufgaben-ID oder den Aufgabennamen flr die Aufgabe, die Sie stornieren
mochten.

Wahlen Sie Aufgabe abbrechen, um die Aufgabe abzubrechen.

Geben Sie die Aufgaben-ID ein, um die Stornierungsanfrage zu bestatigen.
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Um eine Datenrepository-Aufgabe abzubrechen (CLI)

Verwenden Sie den Amazon FSx cancel-data-repository-taskCLI-Befehl, um eine Aufgabe
abzubrechen. CancelDataRepositoryTaskist der entsprechende API-Befehl.

«  Verwenden Sie den folgenden Befehl, um eine Datenrepository-Aufgabe abzubrechen.

aws fsx cancel-data-repository-task \
--task-id task-0123456789abcdef@

Wenn der Befehl erfolgreich ist, FSx gibt Amazon die Antwort im JSON-Format zurick.

"Status": "CANCELING",
"TaskId": "task-0123456789abcdef@"

Mit Berichten Uber den Abschluss von Aufgaben arbeiten

Ein Bericht Gber den Abschluss einer Aufgabe enthalt Einzelheiten zu den Ergebnissen einer Aufgabe
zum Exportieren, Importieren oder Freigeben eines Datenrepositorys. Der Bericht enthalt Ergebnisse
fur die von der Aufgabe verarbeiteten Dateien, die dem Umfang des Berichts entsprechen. Mithilfe
des Enabled Parameters kénnen Sie angeben, ob ein Bericht fiir eine Aufgabe generiert werden
soll.

Amazon FSx Ubermittelt den Bericht an das verknlpfte Daten-Repository des Dateisystems in
Amazon S3 und verwendet dabei den Pfad, den Sie angeben, wenn Sie den Bericht fir eine Aufgabe
aktivieren. Der Dateiname des Berichts ist report. csv fir Importaufgaben und failures.csv fir
Export- oder Veroéffentlichungsaufgaben vorgesehen.

Das Berichtsformat ist eine Datei mit kommagetrennten Werten (CSV) mit drei Feldern:
FilePathFileStatus, und. ExrorCode

Berichte werden mit der Kodierung im RFC-4180-Format wie folgt codiert:

+ Pfade, die mit einem der folgenden Zeichen beginnen, sind in einfachen Anfihrungszeichen
enthalten: @ + - =

» Zeichenfolgen, die mindestens eines der folgenden Zeichen enthalten, sind in doppelten
Anfihrungszeichen enthalten: " ,
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+ Alle doppelten Anflihrungszeichen werden durch ein zusatzliches doppeltes Anflihrungszeichen
maskiert.

Im Folgenden finden Sie einige Beispiele flr die Berichtskodierung:

« @filename.txtwird """@filename.txt"""
e +filename.txtwird """+filename.txt"""
e file,name.txtwird "file, name.txt"

e file"name.txtwird "file""name.txt"

Weitere Informationen zur RFC-4180-Kodierung finden Sie unter RFC-4180 — Common Format and
MIME Type for Comma-Separated Values (CSV) -Dateien auf der IETF-Website.

Im Folgenden finden Sie ein Beispiel fur die Informationen in einem Bericht zum Abschluss einer
Aufgabe, der nur fehlgeschlagene Dateien enthalt.

myRestrictedFile,failed, S3AccessDenied
dirl/mylLargeFile,failed,FileSizeToolLarge
dir2/anotherLargeFile,failed,FileSizeToolarge

Weitere Informationen zu Aufgabenfehlern und deren Behebung finden Sie unterBehebung von
Fehlern bei Datenrepository-Aufgaben.

Behebung von Fehlern bei Datenrepository-Aufgaben

Sie kénnen die Protokollierung in Logs aktivieren, um Informationen Gber Fehler zu CloudWatch

protokollieren, die beim Import oder Export von Dateien mithilfe von Datenrepository-Aufgaben
aufgetreten sind. Informationen zu CloudWatch Protokoll-Ereignisprotokollen finden Sie
unterDatenrepository-Ereignisprotokolle.

Wenn eine Datenrepository-Aufgabe fehlschlagt, finden Sie die Anzahl der Dateien, die Amazon FSx
nicht verarbeiten konnte, unter Dateien konnten nicht exportiert werden auf der Task-Statusseite

der Konsole. Oder Sie kdnnen die CLI oder APl verwenden und die Status: FailedCount
Eigenschaft der Aufgabe anzeigen. Informationen zum Zugriff auf diese Informationen finden Sie
unterZugreifen auf Datenrepository-Aufgaben.

Fur Datenrepository-Aufgaben stellt Amazon optional FSx auch Informationen zu den spezifischen
Dateien und Verzeichnissen, bei denen Fehler aufgetreten sind, in einem Abschlussbericht zur
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Verfligung. Der Bericht tiber den Abschluss der Aufgabe enthalt den Datei- oder Verzeichnispfad auf
dem Lustre Dateisystem, bei dem der Fehler aufgetreten ist, seinen Status und die Fehlerursache.
Weitere Informationen finden Sie unter Mit Berichten Uber den Abschluss von Aufgaben arbeiten.

Eine Datenrepository-Aufgabe kann aus verschiedenen Griinden fehlschlagen, unter anderem aus
den unten aufgefihrten Griinden.

Fehlercode Erklarung

FileSizeToolarge Die von Amazon S3 unterstitzte maximale
ObjektgroRe betragt 5 TiB.

InternalError Im FSx Amazon-Dateisystem ist bei einer
Import-, Export- oder Release-Aufgabe ein
Fehler aufgetreten. Im Allgemeinen bedeutet
dieser Fehlercode, dass sich das FSx Amazon-
Dateisystem, auf dem die fehlgeschlagene
Aufgabe ausgefihrt wurde, im Lebenszyk
lusstatus FAILED befindet. In diesem Fall
kénnen die betroffenen Dateien aufgrund von
Datenverlust mdglicherweise nicht wiederher
gestellt werden. Andernfalls kénnen Sie HSM-
Befehle (Hierarchical Storage Managemen
t) verwenden, um die Dateien und Verzeichn
isse in das Datenrepository auf S3 zu exportier
en. Weitere Informationen finden Sie unter
Exportieren von Dateien mithilfe von HSM-

Befehlen.

OperationNotPermitted Amazon FSxkonnte die Datei nicht veroffent
lichen, da sie nicht in einen verknupften S3-
Bucket exportiert wurde. Sie missen automatis
che Export- oder Export-Datenrepository-Aufg
aben verwenden, um sicherzustellen, dass lhre
Dateien zuerst in Ihren verknupften Amazon S3
S3-Bucket exportiert werden.
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ch

Fehlercode

PathSizeToolong

ResourceBusy

Erklarung

Der Exportpfad ist zu lang. Die von S3 unterstit
zte maximale Lange des Objektschliissels
betragt 1.024 Zeichen.

Amazon FSxkonnte die Datei nicht exportieren
oder veroffentlichen, da ein anderer Client im
Dateisystem auf sie zugegriffen hat. Sie kénnen
es erneut versuchen, DataRepositoryTask
nachdem Ihr Workflow das Schreiben in die
Datei abgeschlossen hat.

Behebung von Fehlern bei Aufgaben
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Fehlercode

S3AccessDenied

Erklarung

Der Zugriff auf Amazon S3 wurde fir eine
Export- oder Importaufgabe des Datenrepo
sitorys verweigert.

Fir Exportaufgaben muss das FSx Amazon-
Dateisystem uber die Berechtigung verfiigen,
den S3:PutObject Vorgang zum Exportier
en in ein verknUpftes Datenrepository auf

S3 auszufiihren. Diese Berechtigung wird in
der AWSServiceRoleForFSxS3Acces

s_ fs-0123456789abcdef@® serviceve
rknpften Rolle erteilt. Weitere Informationen
finden Sie unter Verwenden von serviceve
rknlpften Rollen fir Amazon FSx.

Da bei Exportaufgaben Daten aul3erhalb der
VPC eines Dateisystems flieRen missen,
kann dieser Fehler auftreten, wenn das Ziel-
Repository Uber eine Bucket-Richtlinie verfigt,
die einen der globalen Bedingungsschlussel
aws:SourceVpc oder aws:SourceVpce
IAM-Bedingungsschlussel enthalt.

FUr Importaufgaben muss das FSx Amazon-
Dateisystem uber die Berechtigung verfugen,
die S3:GetObject AND-Operationen fir den
S3:HeadObject Importaus einem verknipft
en Daten-Repository auf S3 auszufihren.

Wenn Ihr S3-Bucket fir Importaufgaben
serverseitige Verschlisselung mit in AWS Key
Management Service (SSE-KMS) gespeiche
rten kundenverwalteten Schlisseln verwendet,
mussen Sie die Richtlinienkonfigurationen unter
befolgen. Arbeiten mit serverseitig verschlis

selten Amazon S3 S3-Buckets

Behebung von Fehlern bei Aufgaben
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Fehlercode

S3Error

S3FileDeleted

Erklarung

Wenn lhr S3-Bucket Objekte enthalt, die von
einem anderen AWS-Konto als lhrem mit dem
Dateisystem verknipften S3-Bucket-Konto
hochgeladen wurden, kénnen Sie sicherste
llen, dass lhre Datenrepository-Aufgaben S3-
Metadaten andern oder S3-Objekte tberschre
iben kdnnen, unabhangig davon, welches
Konto sie hochgeladen hat. Wir empfehlen
Ihnen, die Funktion S3-Objektbesitz flir lhren
S3-Bucket zu aktivieren. Mit dieser Funktion
kénnen Sie die Verantwortung fir neue Objekte
ubernehmen, die von anderen in Ihren Bucket
AWS-Konten hochgeladen werden, indem
Sie Uploads dazu zwingen, die gespeiche

rte ACL -/-acl bucket-owner-full-
control bereitzustellen. Sie aktivieren S3
Object Ownership, indem Sie in Ihrem S3-
Bucket die bevorzugte Option des Bucket-
Besitzers auswahlen. Weitere Informationen
finden Sie unter Steuern des Eigentums an
hochgeladenen Objekten mithilfe von S3
Object Ownership im Amazon S3 S3-Benutz

erhandbuch.

Amazon FSx ist auf einen S3-Fehler gestolRen,
der nicht aufgetreten ist. S3AccessDenied

Amazon FSx konnte eine Hardlink-Datei nicht
exportieren, da die Quelldatei nicht im Daten-
Repository existiert.
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Fehlercode

S30bjectInUnsupportedTier

S30bjectNotFound

S30bjectPathNotPosixCompliant

S30bjectUpdateInProgressFro
mFileRename

Erklarung

Amazon FSx hat erfolgreich ein Objekt ohne
Symlink aus einer Speicherklasse S3 Glacier
Flexible Retrieval oder S3 Glacier Deep
Archive importiert. Das FileStatus wirdim
Bericht Uber den succeeded with warning
Abschluss der Aufgabe enthalten sein. Die
Warnung weist darauf hin, dass Sie zum
Abrufen der Daten zuerst das Objekt S3 Glacier
Flexible Retrieval oder S3 Glacier Deep Archive
wiederherstellen und dann einen hsm_resto
re Befehl verwenden missen, um das Objekt
Zu importieren.

Amazon FSx konnte die Datei nicht importieren
oder exportieren, da sie nicht im Datenspeicher
vorhanden ist.

Das Amazon S3 S3-Objekt ist vorhanden,
kann aber nicht importiert werden, da es kein
POSIX-kompatibles Obijekt ist. Informationen
zu unterstitzten POSIX-Metadaten finden Sie
unter. Unterstitzung von POSIX-Metadaten fur

Datenrepositorys

Amazon FSxkonnte die Datei nicht veréffent
lichen, da der automatische Export eine
Umbenennung der Datei verarbeitet. Der
automatische Umbenennungsprozess flr den
Export muss abgeschlossen sein, bevor die
Datei veroffentlicht werden kann.

Behebung von Fehlern bei Aufgaben
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Fehlercode Erklarung

S3SymlinkInUnsupportedTier Amazon FSx konnte ein Symlink-Objekt nicht
importieren, da es sich in einer Amazon S3 S3-
Speicherklasse befindet, die nicht unterstit
zt wird, wie z. B. einer S3 Glacier Flexible
Retrieval- oder S3 Glacier Deep Archive
Archive-Speicherklasse. Das FileStatus
wird failed im Bericht zum Abschluss der
Aufgabe enthalten sein.

SourceObjectDeletedBeforeRe Amazon FSx konnte die Datei nicht aus dem

leasing Dateisystem freigeben, da die Datei aus dem
Daten-Repository geldscht wurde, bevor sie
veroffentlicht werden konnte.

Dateien werden freigegeben

Aufgaben im Release-Daten-Repository geben Dateidaten aus lhrem FSx for Lustre-Dateisystem frei,
um Speicherplatz flr neue Dateien freizugeben. Beim Freigeben einer Datei bleiben die Dateiliste
und die Metadaten erhalten, die lokale Kopie des Dateiinhalts wird jedoch entfernt. Wenn ein
Benutzer oder eine Anwendung auf eine veréffentlichte Datei zugreift, werden die Daten automatisch
und transparent aus lhrem verknipften Amazon S3 S3-Bucket wieder in Ihr Dateisystem geladen.

(® Note

Repository-Aufgaben FSx fur Release-Daten sind auf Lustre 2.10-Dateisystemen nicht
verfugbar.

Die Parameter Dateisystempfade bis zur Veroffentlichung und Mindestdauer seit dem letzten Zugriff
bestimmen, welche Dateien veroffentlicht werden.

» Dateisystempfade zur Veréffentlichung: Gibt den Pfad an, von dem aus Dateien verdffentlicht
werden.

* Mindestdauer seit dem letzten Zugriff: Gibt die Dauer in Tagen an, sodass alle Dateien, auf die
innerhalb dieser Zeit nicht zugegriffen wurde, veroffentlicht werden sollen. Die Dauer seit dem
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letzten Zugriff auf eine Datei wird anhand der Differenz zwischen der Erstellungszeit der Release-
Aufgabe und dem Zeitpunkt des letzten Zugriffs auf eine Datei berechnet (Maximalwert von
atimemtime, undctime).

Dateien werden nur dann entlang des Dateipfads verdffentlicht, wenn sie nach S3 exportiert wurden
und eine Dauer seit dem letzten Zugriff haben, die groer ist als der Wert fur die Mindestdauer seit
dem letzten Zugriff. Wenn Sie eine Mindestdauer seit dem letzten Zugriff von @ Tagen angeben,
werden Dateien unabhangig von ihrer Dauer seit dem letzten Zugriff veroffentlicht.

® Note

Die Verwendung von Platzhaltern zum Ein- oder Ausschlie3en von Dateien flir die
Veroffentlichung wird nicht unterstitzt.

Bei Aufgaben zur Freigabe von Datenrepositorien werden nur Daten aus Dateien freigegeben, die
bereits in ein verknlpftes S3-Datenrepository exportiert wurden. Sie kdnnen Daten entweder mit
der automatischen Exportfunktion, einer Aufgabe zum Exportieren eines Datenrepositorys oder
mit HSM-Befehlen nach S3 exportieren. Um zu Uberprifen, ob eine Datei in Ihr Daten-Repository
exportiert wurde, kdnnen Sie den folgenden Befehl ausfuhren. Ein Rlickgabewert von states:
(0x00000009) exists archived gibt an, dass die Datei erfolgreich exportiert wurde.

sudo 1fs hsm_state path/to/export/file

(® Note

Sie mussen den HSM-Befehl als Root-Benutzer oder mithilfe von sudo ausfihren.

Um Dateidaten in regelmafigen Intervallen freizugeben, kdnnen Sie mit Amazon EventBridge
Scheduler eine wiederkehrende Aufgabe flr das Release-Daten-Repository planen. Weitere
Informationen finden Sie unter Erste Schritte mit EventBridge Scheduler im Amazon EventBridge
Scheduler-Benutzerhandbuch.

Themen

» Verwenden von Datenrepository-Aufgaben zur Freigabe von Dateien
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Verwenden von Datenrepository-Aufgaben zur Freigabe von Dateien

Gehen Sie wie folgt vor, um Aufgaben zu erstellen, die Dateien mithilfe der FSx Amazon-Konsole
und CLI aus dem Dateisystem freigeben. Beim Freigeben einer Datei werden die Dateiliste und die
Metadaten beibehalten, die lokale Kopie des Dateiinhalts wird jedoch entfernt.

Um Dateien freizugeben (Konsole)

1.
2.

Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

Wabhlen Sie im linken Navigationsbereich Dateisysteme und anschlie3end lhr Lustre Dateisystem
aus.

Wahlen Sie die Registerkarte Daten-Repository.

Wabhlen Sie im Bereich Datenrepository-Verknipfungen die Datenrepository-Zuordnung aus, fir
die Sie die Release-Aufgabe erstellen méchten.

Wabhlen Sie fir Aktionen die Option Release-Aufgabe erstellen aus. Diese Option ist nur
verfligbar, wenn das Dateisystem mit einem Daten-Repository auf S3 verkntipft ist. Das
Aufgabendialogfeld Release-Daten-Repository erstellen wird angezeigt.

Geben Sie unter Zu veroffentlichende Dateisystempfade bis zu 32 Verzeichnisse oder Dateien
an, die aus Ihrem FSx Amazon-Dateisystem freigegeben werden sollen, indem Sie die Pfade
zu diesen Verzeichnissen oder Dateien angeben. Die Pfade, die Sie angeben, missen

sich auf den Bereitstellungspunkt des Dateisystems beziehen. Wenn der Einhangepunkt
beispielsweise eine Datei auf dem Dateisystem /mnt/fsx/pathlist /mnt/fsx und ist, die
Sie verodffentlichen mdchten, dann ist der bereitzustellende Pfadpathl. Um alle Dateien im
Dateisystem freizugeben, geben Sie einen Schragstrich (/) als Pfad an.

@ Note

Wenn ein von Ihnen angegebener Pfad nicht glltig ist, schlagt die Aufgabe fehl.

Geben Sie unter Mindestdauer seit letztem Zugriff die Dauer in Tagen an, sodass alle Dateien,
auf die in dieser Zeit nicht zugegriffen wurde, freigegeben werden sollen. Die Zeit des letzten
Zugriffs wird anhand des Maximalwerts von atimemtime, und berechnetctime. Dateien, deren
Dauer des letzten Zugriffs 1anger ist als die Mindestdauer seit dem letzten Zugriff (im Verhaltnis
zur Erstellungszeit der Aufgabe), werden veroffentlicht. Dateien mit einer Dauer des letzten
Zugriffs unter dieser Anzahl von Tagen werden nicht verdffentlicht, auch wenn sie sich im Feld
Dateisystempfade zur Veréffentlichung befinden. Geben Sie unabhangig von der Dauer seit dem
letzten Zugriff eine Dauer von @ Tagen flr die Freigabe von Dateien an.
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8.

(Optional) Wahlen Sie unter Abschlussbericht die Option Aktivieren aus, um einen Bericht

zum Abschluss der Aufgabe zu erstellen, der Details zu den Dateien enthélt, die den unter
Berichtsbereich angegebenen Umfang erflillen. Um einen Ort anzugeben, an dem Amazon
den Bericht liefern FSx soll, geben Sie als Berichtspfad einen relativen Pfad im verknlpften S3-
Datenrepository des Dateisystems ein.

Wahlen Sie die Aufgabe ,Datenrepository erstellen®.

Eine Benachrichtigung oben auf der Seite Dateisysteme zeigt, dass die Aufgabe, die Sie gerade
erstellt haben, in Bearbeitung ist.

Um den Status und die Details der Aufgabe einzusehen, scrollen Sie auf der Registerkarte Daten-

Repository nach unten zu Datenrepository-Aufgaben. In der Standardsortierreihenfolge wird die

neueste Aufgabe ganz oben in der Liste angezeigt.

Um auf dieser Seite eine Aufgabenzusammenfassung anzuzeigen, wahlen Sie die Task-ID fiur die

Aufgabe, die Sie gerade erstellt haben.

Um Dateien freizugeben (CLI)

Verwenden Sie den create-data-repository-taskCLI-Befehl, um eine Aufgabe zu

erstellen, die Dateien auf Ihrem FSx for Lustre-Dateisystem verdffentlicht. Die entsprechende
API-Operation ist CreateDataRepositoryTask.

Legen Sie die folgenden Parameter fest:

* Geben --file-system-id Sie die ID des Dateisystems ein, aus dem Sie Dateien freigeben.

» Legt --paths die Pfade auf dem Dateisystem fest, aus dem die Daten verdffentlicht werden.
Wenn ein Verzeichnis angegeben ist, werden die Dateien innerhalb des Verzeichnisses
veroffentlicht. Wenn ein Dateipfad angegeben ist, wird nur diese Datei verdffentlicht. Um alle
Dateien im Dateisystem freizugeben, die in einen verknlpften S3-Bucket exportiert wurden,
geben Sie einen Schragstrich (/) fir den Pfad an.

+ Setzen Sie --type auf RELEASE_DATA_FROM_FILESYSTEM.

 Stellen Sie die --release-configuration DurationSincelastAccess Optionen wie
folgt ein:

* Unit - Eingestellt auf DAYS.

* Value— Geben Sie eine Ganzzahl an, die die Dauer in Tagen angibt, sodass alle Dateien,
auf die in dieser Zeit nicht zugegriffen wurde, veroffentlicht werden sollen. Dateien, auf die in
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einem Zeitraum von weniger als dieser Anzahl von Tagen zugegriffen wurde, werden nicht
verodffentlicht, auch wenn sie im - -paths Parameter enthalten sind. Geben Sie unabhéangig
von der Dauer seit dem letzten Zugriff eine Dauer von @ Tagen fir die Freigabe von Dateien
an.

Dieser Beispielbefehl gibt an, dass Dateien, die in einen verknipften S3-Bucket exportiert
wurden und die --release-configuration Kriterien erfiillen, aus den Verzeichnissen in den
angegebenen Pfaden veroéffentlicht werden.

$ aws fsx create-data-repository-task \
--file-system-id fs-0123456789abcdef® \
--type RELEASE_DATA_FROM_FILESYSTEM \
--paths pathl,path2/filel \
--release-configuration '{"DurationSincelLastAccess":
{"Unit":"DAYS","Value":103}}' \
--report Enabled=false

Nach erfolgreicher Erstellung der Datenrepository-Aufgabe FSx gibt Amazon die
Aufgabenbeschreibung als JSON zurick.

Nachdem Sie die Aufgabe zur Freigabe von Dateien erstellt haben, kdnnen Sie den Status der
Aufgabe Uberprifen. Weitere Informationen zum Anzeigen von Datenrepository-Aufgaben finden Sie
unterZugreifen auf Datenrepository-Aufgaben.

Amazon FSx mit lhren lokalen Daten verwenden

Sie konnen FSx for Lustre verwenden, um lhre lokalen Daten mit In-Cloud-Recheninstanzen zu
verarbeiten. FSx for Lustre unterstutzt den Zugriff Gber Direct Connect und VPN, sodass Sie |hre
Dateisysteme von lokalen Clients aus bereitstellen kdnnen.

Zur Verwendung FSx fur Lustre mit lhren lokalen Daten

1.

Erstellen eines Dateisystems. Weitere Informationen finden Sie Schritt 1: Erstellen Sie |hr FSx for
Lustre-Dateisystem in der Ubung Erste Schritte.

Mounten Sie das Dateisystem von lokalen Clients aus. Weitere Informationen finden Sie unter
Mounten von FSx Amazon-Dateisystemen vor Ort oder iber eine Peering-Amazon-VPC.

Kopieren Sie die Daten, die Sie verarbeiten mdchten, in Ihr FSx for Lustre-Dateisystem.
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4. Fuhren Sie lhren rechenintensiven Workload auf EC2 In-Cloud-Amazon-Instances aus, die |hr
Dateisystem mounten.

5.  Wenn Sie fertig sind, kopieren Sie die Endergebnisse aus lhrem Dateisystem zurlick an lhren
lokalen Datenspeicherort und I6schen Sie Ihr FSx for Lustre-Dateisystem.

Datenrepository-Ereignisprotokolle

Sie kénnen die Protokollierung in CloudWatch Logs aktivieren, um Informationen tber Fehler
beim Import oder Export von Dateien mithilfe von Import-, Export-, Datenrepository-Aufgaben
und Wiederherstellungsereignissen zu protokollieren. Weitere Informationen finden Sie unter
Protokollierung mit Amazon CloudWatch Logs.

(® Note

Wenn eine Datenrepository-Aufgabe fehlschlagt, schreibt Amazon FSx auch
Fehlerinformationen in den Bericht zum Abschluss der Aufgabe. Weitere Informationen
zu Fehlerinformationen in Abschlussberichten finden Sie unterBehebung von Fehlern bei

Datenrepository-Aufgaben.

Themen

» Ereignisse importieren

» Ereignisse exportieren

+ HSM-Wiederherstellungsereignisse

Ereignisse importieren

Fehlertyp Protoko Nachricht Ursache Fehlercode
ebene protokollieren im Abschluss
bericht
Fehler beim Auflisten von ERROFR Fehler beim Amazon FSx N/A
Objekten Auflisten von konnte S3-

S3-Objekten Objekte nicht
im S3-Bucket im S3-Bucket

Ereignisprotokolle des Datenrepositorys 97
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Lustre-Benutzerhandbuch

Fehlertyp

Die S3-Speicherklasse wird nicht
unterstitzt

Protoko
ebene

WARN

Nachricht
protokollieren

bucket_na
me mit
Prafixprefix.

Das S3-
Objekt mit
dem Schlissel
konnte nicht
key_value
in den
S3-Bucket
importier
t werden,
bucket_na
me da sich
ein S3-Objekt
in einer nicht
unterstutzten
Stufe befindet.
S3 _tier_n
ame

Ursache

auflisten. Dies
kann passieren
, wenn die
S3-Bucket
-Richtlinie
Amazon keine
ausreiche
nden Berechtig
ungen gewahrt
FSx.

Amazon FSx
konnte ein S3-
Objekt nicht
importieren,
da es sich in
einer Amazon
S3 S3-Speich
erklasse
befindet, die
nicht unterstut
zt wird, wie
z.B.S3

Glacier Flexible

Retrieval oder
S3 Glacier
Deep Archive.

Fehlercode
im Abschluss
bericht

S30bjectlI
nUnsuppor
tedTier

Ereignisse importieren
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Fehlertyp

Die Symlink-Speicherklasse wird
nicht unterstitzt

Protoko
ebene

ERROR

Nachricht
protokollieren

Das S3-
Objekt mit
dem Schlissel
konnte nicht
key_value
in den
S3-Bucket
importier
t werden,
bucket_na
me da sich
ein S3-Symlin
k-Objekt in
einer nicht
unterstutzten
Stufe befindet.
S3 _tier_n
ame

Ursache Fehlercode
im Abschluss

bericht

Amazon FSx
konnte ein
Symlink-O
bjekt nicht
importieren,
da es sich in
einer Amazon
S3 S3-Speich
erklasse
befindet, die
nicht unterstut
zt wird, wie
z.B.S3
Glacier Flexible
Retrieval oder
S3 Glacier
Deep Archive.

S3Symlink
InUnsuppo
rtedTier
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Fehlertyp

S3-Zugriff verweigert

Protoko Nachricht
ebene protokollieren

ERROFR Das S3-
Objekt mit
dem Schlissel
key_value
im S3-Bucket
konnte nicht
importiert

werdenbucket_

me , da der
Zugriff auf
das S3-Objekt
verweigert
wurde.

Ursache Fehlercode
im Abschluss
bericht

Der Zugriff S3AccessD

auf Amazon enied

S3 wurde flr
eine Aufgabe
zum Exportier
en eines
Datenrepo
sitorys
verweigert.

Fir Importauf
gaben muss
das FSx
Amazon-Da
teisystem
Uber die
Berechtigung
verfligen, die
s3:GetObj
ect AND-
Operationen
fur den
s3:HeadOb
ject Import
aus einem
verknupften
Daten-Rep
ository auf S3
auszufuhren.

Wenn lhr S3-
Bucket fur
Importauf

Ereignisse importieren
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Fehlertyp

Protoko Nachricht

ebene

protokollieren

Ursache

gaben
serverseitige
Verschlus
selung mit

in AWS Key
Managemen

t Service
(SSE-KMS)
gespeicherten
kundenver
walteten
Schllsseln
verwendet,
mussen Sie
die Richtlini
enkonfigu
rationen unter
befolgen.
Arbeiten mit

serverseitig
verschliisselten

Amazon S3
S3-Buckets

Fehlercode
im Abschluss
bericht

Ereignisse importieren
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Fehlertyp

Der L&schzugriff wurde verweiger

t

Protoko
ebene

ERROR

Nachricht
protokollieren

Die lokale
Datei fur das
S3-Objekt mit
dem Schlissel
key_value
im S3-
Bucket konnte
nicht geldscht

werdenbucket_

me , da der
Zugriff auf
das S3-Objekt
verweigert
wurde.

Ursache

Dem automatis
chen Import
wurde der
Zugriff auf

ein S3-Objekt
verweigert.

Fehlercode
im Abschluss
bericht

N/A

Ereignisse importieren
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Fehlertyp

Nicht POSIX-konformes Objekt

Protoko Nachricht

ebene protokollieren

ERROFR Das S3-
Objekt mit
dem Schlissel
konnte nicht
key_value

in den
S3-Bucket
importiert

werdenbucket_

me , da das
S3-Objekt nicht
POSIX-kon
form ist.

Ursache Fehlercode
im Abschluss

bericht

Das Amazon
S3 S3-Objekt athNotPos
ist vorhanden ixComplia
, kann aber nt

nicht importier

t werden, da

es kein POSIX-

kompatibles

Objekt ist.

Informationen

Zu unterstit

zten POSIX-

Metadaten

finden Sie

unter. Unterstit

zung von

POSIX-Met

adaten fur

Datenrepo
sitorys

S30bjectP
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Fehlertyp Protoko Nachricht
ebene protokollieren

Der Objekttyp stimmt nicht ERROFR Das S3-

uberein Objekt mit
dem Schlissel
key_value
im S3-Bucket
konnte nicht
importier
t werden,
bucket_na
me da bereits
ein S3-Objekt
mit demselben
Namen in
das Dateisyst
em importiert

wurde.
Aktualisierung der Verzeichnis- ERROFR Die Metadaten
Metadaten fehlgeschlagen des lokalen

Verzeichn

isses konnten
aufgrund
eines internen
Fehlers nicht
aktualisiert
werden.

Ursache

Das importier
te S3-Objekt
ist von einem
anderen Typ
(Datei oder
Verzeichn

is) als ein
vorhanden
es Objekt mit
demselben
Namen im
Dateisystem.

Verzeichn
ismetadat
en konnten
aufgrund

eines internen

Fehlers nicht
importiert
werden.

Fehlercode
im Abschluss
bericht

S30bjectT
ypeMismat
ch

N/A
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Fehlertyp

S3-Objekt wurde nicht gefunden

S3-Bucket wurde nicht gefunden

Protoko Nachricht
ebene protokollieren

ERROFR Das S3-

Objekt mit

dem Schlissel

konnte nicht

importiert

werdenkey_val
, da es nicht

im S3-Bucket

gefunden

wurdebucket_n

me .

ERROR Das S3-
Objekt mit
dem Schlissel
konnte nicht
key_value
in den
S3-Bucket
importier
t werden,
bucket_na
me da der
Bucket nicht

existiert.

Ursache Fehlercode
im Abschluss
bericht

Amazon S3FileDel

FSx konnte eted

Dateimeta

daten nicht

importieren, da

das entsprech

ende Objekt

nicht im Daten-

Repository

existiert.

Amazon FSx N/A

kann ein S3-
Objekt nicht
automatisch in
das Dateisyst
em importier
en, da der S3-
Bucket nicht
mehr existiert.
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Fehlertyp

S3-Bucket wurde nicht gefunden

Fehler beim Erstellen des
Verzeichnisses

Protoko
ebene

ERROR

ERROR

Nachricht
protokollieren

Die lokale
Datei fur das
S3-Objekt mit
dem Schlissel
key_value
im S3-
Bucket konnte
nicht geldscht
werden,
bucket_na
me da der
Bucket nicht
existiert.

Das lokale
Verzeichn

is konnte
aufgrund
eines internen
Fehlers nicht

erstellt werden.

Ursache Fehlercode
im Abschluss

bericht

Amazon FSx N/A
kann eine

mit einem

S3-Objekt

verknupft

e Datei im
Dateisystem

nicht I16schen,

da der S3-

Bucket nicht

mehr existiert.

Amazon FSx N/A
konnte eine
Verzeichn
iserstellung
aufgrund
eines internen
Fehlers nicht
automatisch in
das Dateisyst
em importier
en.
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Fehlertyp

Der Festplattenspeicher ist voll

Ereignisse exportieren

Fehlertyp

Zugriff verweiger

t

Protokollebene

Protoko Nachricht

ebene

protokollieren

Ursache

werden, da der
Zugriff auf das
S3-Objekt mit
dem Schlissel
key_value

im S3-Bucket
verweigert

wurdebucket_na

me .

ERROFR Das S3- Beim Erstellen
Objekt mit der Datei oder
dem Schlissel  des Verzeichn
konnte nicht isses ist dem
key_value Dateisyst

in den em auf den
S3-Bucket Metadaten
importiert servern der
werdenbucket_. Speicherplatz
me , da das ausgegangen.
Dateisystem
voll ist.
Nachricht Ursache
protokollieren
Die Datei konnte  Der Zugriff auf
nicht exportiert Amazon S3

wurde fur eine
Datenrepository-
Exportaufgabe
verweigert.

Fur Exportauf
gaben muss das
FSx Amazon-Da
teisystem Uber
die Berechtig
ung verfligen,
den s3:PutObj

Fehlercode
im Abschluss
bericht

N/A

Fehlercode im
Abschlussbericht

S3AccessD
enied

Ereignisse exportieren
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Fehlertyp

Protokollebene

Nachricht
protokollieren

Ursache

ect Vorgang
zum Exportieren
in ein verknupft
es Datenrepo
sitory auf S3
auszufuhren.
Diese Berechtig
ung wird in der
AWSServic
eRoleForF
SxS3Acces

s_ fs-012345
6789abcde

f0 serviceve
rknipften Rolle
erteilt. Weitere
Informationen
finden Sie unter
Verwenden

von serviceve

rknipften Rollen

fur Amazon FSx.

Da die Exportauf
gabe erfordert

, dass Daten
aullerhalb der
VPC eines
Dateisystems
flielRen, kann
dieser Fehler
auftreten, wenn
das Ziel-Repo
sitory Uber eine

Fehlercode im
Abschlussbericht

Ereignisse exportieren
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Fehlertyp

Protokollebene

Nachricht
protokollieren

Fehlercode im
Abschlussbericht

Ursache

Bucket-Richtlinie
verflugt, die einen
der globalen
Bedingung
sschlissel
aws:Sourc
eVpc oder
aws:Sourc
eVpce |AM-
Bedingungsschl
ussel enthalt.

Wenn |hr S3-
Bucket Objekte
enthalt, die von
einem anderen
AWS-Konto als
Ihrem mit dem
Dateisystem
verknupften S3-
Bucket-Konto
hochgeladen
wurden, kbnnen
Sie sicherste
llen, dass lhre
Datenrepo
sitory-Aufgaben
unabhangig
davon, welches
Konto sie
hochgeladen
hat, S3-Metada
ten andern
oder S3-Objekt
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Fehlertyp

Protokollebene

Nachricht
protokollieren

Ursache

e Uberschre
iben kdnnen.
Wir empfehlen
lhnen, die
Funktion S3-
Objektbesitz flr
Ihren S3-Bucket
zu aktivieren. Mit
dieser Funktion
kénnen Sie die
Verantwortung
fir neue Objekte
ubernehmen,
die von anderen
in Ihren Bucket
AWS-Konten
hochgeladen
werden, indem
Sie Uploads
dazu zwingen,
die gespeiche
rte ACL --acl
bucket-ow
ner-full-
control
bereitzustellen.
Sie aktiviere

n S3 Object
Ownership,
indem Sie in
Ihrem S3-Bucket
die bevorzugt

e Option des
Bucket-Besitzers

Fehlercode im
Abschlussbericht

Ereignisse exportieren
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Fehlertyp

Der Exportpfad
ist zu lang

Protokollebene

ERROR

Nachricht
protokollieren

Die Datei konnte
nicht exportier

t werden, da

die GroRke

des lokalen
Dateipfads die
von S3 unterstiit
zte maximale
Objektsch
lUssellange
Uberschreitet.

Ursache

auswabhlen.
Weitere Informati
onen finden Sie
unter Steuern
des Eigentums
an hochgelad
enen Objekten
mithilfe von

S3 Object

Ownership
im Amazon

S3 S3-Benutz
erhandbuch.

Der Exportpfad
ist zu lang. Die
maximale Lange
des Objektsch
lUssels, die von
S3 unterstitzt
wird, betragt
1.024 Zeichen.

Fehlercode im
Abschlussbericht

PathSizeT
oolLong
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Fehlertyp Protokollebene Nachricht Ursache Fehlercode im
protokollieren Abschlussbericht
Die Datei ist zu ERROR Die Datei konnte  Die maximale FileSizeT
grof} nicht exportier ObjektgroRe, die  oolLarge
t werden, da von Amazon S3
die Dateigrof3 unterstutzt wird,
e die maximal betragt 5 TiB.
unterstutzte
Grole von
S3-Objekten
uberschreitet.
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Fehlertyp Protokollebene

Der KMS-Schli ERROR
ssel wurde nicht
gefunden

Nachricht Ursache Fehlercode im

protokollieren Abschlussbericht
Die Datei fur das  Amazon FSx N/A
S3-Objekt mit konnte die Datei
dem Schlissel nicht exportier
key_value en, da sie
im S3-Bucket nicht gefunden
konnte nicht werden AWS
exportiert KMS key konnte.
werdenbucket_n:¢ Achten Sie
me , da der darauf, einen
KMS-Schlissel Schlissel zu
des Buckets verwenden, der
nicht gefunden sich im selben
wurde. Ordner AWS-

Region wie

der S3-Bucket
befindet. Weitere
Informationen
zum Erstellen
von KMS-Schli
sseln finden Sie
unter Creating
Keys im AWS
Key Managemen
t Service
Developer
Guide.
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Fehlertyp Protokollebene
Ressource ERROR
ausgelastet

Datei veroffent WARN

licht

Nachricht
protokollieren

Die Datei konnte
nicht exportier

t werden, da

sie von einem
anderen Prozess
verwendet wird.

Export Ubersprun
gen: Die lokale
Datei befindet
sich im Status
~Freigegeben”
und ein verknlpft
es S3-Objekt
mit Schllssel
key_value
wurde nicht
im Bucket
bucket_name
gefunden.

Ursache

Amazon FSx
konnte die Datei
nicht exportieren,
da sie von einem
anderen Client
im Dateisystem
geandert wurde.
Sie kénnen die
Aufgabe erneut
versuchen,
nachdem lhr
Workflow das
Schreiben in die
Datei abgeschlo
ssen hat.

Amazon FSx
konnte die Datei
nicht exportieren,
da sie sich im
Dateisystem in
einem freigegeb
enen Zustand
befand.

Fehlercode im
Abschlussbericht

ResourceB
usy

N/A

Ereignisse exportieren
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Fehlertyp Protokollebene Nachricht Ursache Fehlercode im
protokollieren Abschlussbericht
Der Pfad des WARN Der Export Amazon FSx N/A
Datenrepositorys wurde Ubersprun  konnte nicht
stimmt nicht gen: Die lokale exportieren,
uberein Datei gehort da das Objekt
nicht zu einem nicht zu einem
mit einem Dateisystempfad
Datenrepo gehort, der mit
sitory verknupft einem Daten-
en Dateisyst Repository
empfad. verknupft ist.
Internal failure ERROR Beim automatis Der Export ist N/A
(Interner Fehler) chen Export aufgrund eines
ist beim Export internen Fehlers
eines Dateisyst (Autoexport oder
emobjekts ein Lustrebene)
interner Fehler fehlgeschlagen.
aufgetreten
Fehler beim ERROR Der Abschluss Amazon FSx N/A
Hochladen bericht fur die konnte den
des Abschluss Aufgabe im Abschlussbericht
berichts Datenrepo nicht hochladen.
sitory konnte
nicht hochgelad
en werden
bucket_name
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Fehlertyp Protokollebene

Fehler bei der ERROR
Validierung
des Abschluss

berichts

Nachricht
protokollieren

Der Abschluss
bericht fur die
Datenrepo
sitory-Aufgabe
konnte nicht

in den Bucket
hochgelad

en werden,
bucket_na

me da der Pfad
des Abschluss
berichts
report_pa

th nicht zu
einem Datenrepo
sitory gehort, das
diesem Dateisyst
em zugeordnet

Ursache Fehlercode im
Abschlussbericht

Amazon FSx N/A

konnte den

Abschluss

bericht nicht

hochladen, da
der vom Kunden
bereitgestellte
S3-Pfad nicht zu
einem verknupft
en Datenspei
cher gehort.

ist

HSM-Wiederherstellungsereignisse

Fehlertyp

Zugriff verweigert

Protokoll
ebene

ERROR

Nachricht protokoll
ieren

Die Datei konnte
nicht wiederher
gestellt werden,
da der Zugriff auf
das S3-Objekt
object_na

me im S3-
Bucket verweigert

Ursache

Beim Versuch,
eine Datei mithilfe
von HSM-Befehlen
wiederherzustellen
, wurde der Zugriff
auf Amazon S3
verweigert. Das
Dateisystem muss

HSM-Wiederherstellungsereignisse
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Fehlertyp

Die S3-Speicherklasse wird nicht
unterstutzt

Protokoll
ebene

WARN

Nachricht protokoll
ieren

wurdebucket_na
me .

Die Datei konnte
nicht wiederher
gestellt werden, da
sich das S3-Objekt
object_name

im Bucket in einem
nicht unterstit
zten S3_storag
e _class

_name Ordner

bucket_name
befand.

Ursache

berechtigt sein,

die s3:GetObj
ect Operationen
s3:HeadObject
und zur Wiederher
stellung aus dem
verknlpften Daten-
Repository auf S3
auszufthren.

Amazon FSx
konnte die Datei
nicht wiederher
stellen, da sich das
entsprechende S3-
Objekt in einer S3-
Speicherklasse
befindet, die nicht
unterstitzt wird,

z. B. S3 Glacier
Flexible Retrieval
oder S3 Glacier
Deep Archive. Sie
mussen das Objekt
zuerst aus der
Glacier-Speicherkl
asse wiederher
stellen, bevor Sie
es verwenden
konnen.
hsm_restore

HSM-Wiederherstellungsereignisse
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Fehlertyp

S3-Objekt wurde nicht gefunden

S3-Bucket wurde nicht gefunden

Der Festplattenspeicher ist voll

Protokoll
ebene

ERROR

ERROR

ERROR

Nachricht protokoll
ieren

Die Datei konnte
nicht wiederher
gestellt werden,
da das S3-Objekt
mit dem Schlissel
nicht im S3-
Bucket gefunden
key_value
wurdebucket_na
me .

Die Datei konnte
nicht wiederher
gestellt werden,
da der S3-Bucket
nicht bucket_na
me existiert.

Die Datei konnte
nicht wiederher
gestellt werden,
da im Dateisystem
kein Speicherplatz
verfugbar war.

Ursache

Amazon FSx
konnte die Datei
nicht wiederher
stellen, da das
entsprechende
S3-Objekt nicht im
Daten-Repository
existiert.

Amazon FSx kann
die Datei nicht
wiederherstellen,
da der verknupft

e S3-Bucket nicht
mehr existiert.

Beim Versuch, die
Dateidaten aus S3
wiederherzustellen,
ging dem Dateisyst
em der verfugbare
Speicherplatz aus.
Erwagen Sie, die
Speicherkapazitat
des Dateisystems
zu erhdhen oder
Dateien freizugeb
en, um Speicherp
latz freizugeben.

HSM-Wiederherstellungsereignisse
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Arbeiten mit alteren Bereitstellungstypen

Dieser Abschnitt gilt fir Dateisysteme mit dem Bereitstellungstyp Scratch 1 sowie fur Dateisysteme
mit Scratch 2 oder Persistent 1 Bereitstellungstypen, die keine Datenrepository-Zuordnungen
verwenden. Beachten Sie, dass der automatische Export und die Unterstitzung mehrerer
Datenrepositorys FSx fur Lustre-Dateisysteme, die keine Datenrepository-Verknipfungen verwenden,
nicht verfigbar sind.

Themen

» VerkniUpfen Sie |hr Dateisystem mit einem Amazon S3 S3-Bucket

« Automatisches Importieren von Updates aus Ihrem S3-Bucket

Verknupfen Sie |hr Dateisystem mit einem Amazon S3 S3-Bucket

Wenn Sie ein Amazon FSx for Lustre-Dateisystem erstellen, kdnnen Sie es mit einem dauerhaften
Daten-Repository in Amazon S3 verknUpfen. Bevor Sie Ihr Dateisystem erstellen, stellen Sie sicher,
dass Sie den Amazon S3 S3-Bucket, zu dem Sie verlinken, bereits erstellt haben. Im Assistenten
zum Erstellen von Dateisystemen legen Sie im optionalen Bereich Datenrepository-Import/Export die
folgenden Eigenschaften fur die Datenrepository-Konfiguration fest.

« Wahlen Sie aus, wie Amazon |lhre Datei- und Verzeichnisliste auf dem neuesten Stand FSx halt,
wenn Sie Objekte in Ihrem S3-Bucket hinzufligen oder andern, nachdem das Dateisystem erstellt
wurde. Weitere Informationen finden Sie unter Automatisches Importieren von Updates aus |hrem
S3-Bucket.

* Bucket importieren: Geben Sie den Namen des S3-Buckets ein, den Sie fur das verknupfte
Repository verwenden.

» Importprafix: Geben Sie ein optionales Importprafix ein, wenn Sie nur einige Datei- und
Verzeichnislisten von Daten in Ihrem S3-Bucket in Ihr Dateisystem importieren méchten. Das
Importprafix definiert, aus welcher Position in Ihrem S3-Bucket Daten importiert werden sollen.

» Exportprafix: Definiert, wo Amazon den Inhalt Ihres Dateisystems in Ihren verknlpften S3-Bucket
FSx exportiert.

Sie kdnnen eine 1:1 -Zuordnung verwenden, bei der Amazon Daten aus lhrem FSx for Lustre-
Dateisystem zuruck in dieselben Verzeichnisse auf dem S3-Bucket FSx exportiert, aus denen
sie importiert wurden. Um eine 1:1 -Zuordnung zu erhalten, geben Sie bei der Erstellung Ihres
Dateisystems einen Exportpfad zum S3-Bucket ohne Prafixe an.
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* Wenn Sie ein Dateisystem mit der Konsole erstellen, wahlen Sie die Option Prafix exportieren > Ein
von lhnen festgelegtes Prafix und lassen Sie das Prafixfeld leer.

* Wenn Sie ein Dateisystem mithilfe der AWS CLI oder API erstellen, geben Sie den Exportpfad als
Namen des S3-Buckets ohne zusatzliche Prafixe an, z. B. ExportPath=s3://amzn-s3-demo-
bucket/

Mit dieser Methode kénnen Sie bei der Angabe des Importpfads ein Importprafix angeben, ohne dass
sich dies auf eine 1:1 -Zuordnung flr Exporte auswirkt.

Dateisysteme erstellen, die mit einem S3-Bucket verknupft sind

Die folgenden Verfahren fuhren Sie durch den Prozess der Erstellung eines FSx Amazon-
Dateisystems, das mithilfe der AWS Management Console und der AWS Befehlszeilenschnittstelle
(AWS CLI) mit einem S3-Bucket verknupft ist.

Console

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Dashboard die Option Dateisystem erstellen aus.

3. Wahlen Sie FSx als Dateisystemtyp Lustre und dann Weiter aus.

4. Geben Sie die Informationen ein, die fur die Abschnitte Dateisystemdetails und Netzwerk und
Sicherheit erforderlich sind. Weitere Informationen finden Sie unter Schritt 1: Erstellen Sie |hr
FSx for Lustre-Dateisystem.

5. Sie verwenden den Bereich Daten-Repository-Import/Export, um ein verknipftes Daten-

Repository in Amazon S3 zu konfigurieren. Wahlen Sie Daten aus S3 importieren und Daten
nach S3 exportieren, um den Abschnitt Datenrepository-Import/Export zu erweitern und die
Datenrepository-Einstellungen zu konfigurieren.
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v Data Repository Import/Export - optional

Import data from and export data to S3 Info

When you create your file system, your existing S3 objects will appear as file and directory listings. After you create
your file system, how do you want to update it as the contents of your S3 bucket are updated?

© Update my file and directory listing as objects are added to my S3 bucket
Update my file and directory listing as objects are added to or changed in my S3 bucket

Update my file and directory listing as objects are added to, changed in, or deleted from
my S3 bucket

Do not update my file and directory listing when objects are added to or changed in my S3
bucket

Import bucket

The name of an existing S3 bucket

Import prefix - optional Info

The prefix containing the data to import

Export prefix Info
The prefix to which data is exported

O A unique prefix that FSx creates in your bucket
The same prefix that you imported from (replace existing objects with updated ones)

A prefix you specify

6. Wahlen Sie aus, wie Amazon lhre Datei- und Verzeichnisliste auf dem neuesten Stand FSx
halt, wenn Sie Objekte in lhrem S3-Bucket hinzufliigen oder andern. (Optional) Wenn Sie lhr
Dateisystem erstellen, werden lhre vorhandenen S3-Objekte als Datei- und Verzeichnislisten
angezeigt.

 Aktualisiere meine Datei- und Verzeichnisliste, wenn Objekte zu meinem S3-Bucket
hinzugefligt werden: (Standard) Amazon aktualisiert FSx automatisch die Datei- und
Verzeichnislisten aller neuen Objekte, die dem verknlpften S3-Bucket hinzugefligt wurden
und derzeit nicht im FSx Dateisystem existieren. Amazon aktualisiert FSx keine Angebote
fur Objekte, die sich im S3-Bucket geandert haben. Amazon I6scht FSx keine Angebote
von Objekten, die im S3-Bucket geléscht wurden.
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® Note

Die Standardeinstellung fir die Importeinstellungen fir den Import von Daten

aus einem verknupften S3-Bucket mithilfe der CLI und API lautetNONE. Die
Standardeinstellung fur die Importeinstellungen bei Verwendung der Konsole lautet
~Aktualisieren® Lustre wenn dem S3-Bucket neue Objekte hinzugefligt werden.

Meine Datei- und Verzeichnisliste aktualisieren, wenn Objekte zu meinem S3-Bucket
hinzugefugt oder gedndert werden: Amazon aktualisiert FSx automatisch die Datei- und
Verzeichnislisten aller neuen Objekte, die dem S3-Bucket hinzugeflgt wurden, und aller
vorhandenen Objekte, die im S3-Bucket gedndert wurden, nachdem Sie diese Option
ausgewahlt haben. Amazon |6scht FSx keine Angebote von Objekten, die im S3-Bucket
geldscht wurden.

Meine Datei- und Verzeichnisliste aktualisieren, wenn Objekte zu meinem S3-Bucket
hinzugefugt, gedndert oder aus ihm geldscht werden: Amazon aktualisiert FSx automatisch
die Datei- und Verzeichnislisten aller neuen Objekte, die dem S3-Bucket hinzugefiigt
wurden, aller vorhandenen Objekte, die im S3-Bucket geandert wurden, und aller
vorhandenen Objekte, die im S3-Bucket geldscht werden, nachdem Sie diese Option
ausgewahlt haben.

Aktualisieren Sie meine Datei nicht und listen Sie nicht direkt auf, wenn Objekte zu meinem
S3-Bucket hinzugefiigt, geandert oder geléscht werden. Amazon aktualisiert FSx nur Datei-
und Verzeichnislisten aus dem verknipften S3-Bucket, wenn das Dateisystem erstellt wird.
FSx aktualisiert keine Datei- und Verzeichnislisten flr neue, geanderte oder geléschte
Objekte, nachdem Sie diese Option gewahlt haben.

7. Geben Sie ein optionales Importprafix ein, wenn Sie nur einige der Datei- und
Verzeichnislisten von Daten in Inrem S3-Bucket in Ihr Dateisystem importieren méchten.
Das Importprafix definiert, aus welcher Position in lnrem S3-Bucket Daten importiert werden
sollen. Weitere Informationen finden Sie unter Automatischer Import von Updates aus |hrem
S3-Bucket.

8. Wahlen Sie eine der verfigbaren Optionen fur das Exportprafix:

Ein eindeutiges Préfix, das Amazon in lhrem Bucket FSx erstellt: Wahlen Sie diese
Option, um neue und geanderte Objekte mit einem von FSx for Lustre generierten
Prafix zu exportieren. Das Préfix sieht wie folgt aus:/FSxLustrefile-system-
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creation- timestamp. Der Zeitstempel weist das UTC-Format auf, z. B.
FSxLustre20181105T2223127.

» Das gleiche Préafix, aus dem Sie importiert haben (vorhandene Objekte durch aktualisierte
ersetzen): Wahlen Sie diese Option, um vorhandene Objekte durch aktualisierte zu
ersetzen.

 Ein von lhnen angegebenes Prafix: Wahlen Sie diese Option, um Ihre importierten Daten
beizubehalten und neue und geanderte Objekte mit einem von Ihnen angegebenen Prafix
zu exportieren. Um beim Exportieren von Daten in Ihren S3-Bucket eine 1:1 -Zuordnung zu
erreichen, wahlen Sie diese Option und lassen Sie das Préfixfeld leer. FSx exportiert Daten
in dieselben Verzeichnisse, aus denen sie importiert wurden.

9. (Optional) Legen Sie die Wartungseinstellungen fest, oder verwenden Sie die
Systemstandardwerte.

10. Wahlen Sie Weiter und Uberprifen Sie die Dateisystemeinstellungen. Nehmen Sie bei Bedarf
Anderungen vor.

11. Wahlen Sie Create file system (Dateisystem erstellen) aus.

AWS CLI

Das folgende Beispiel erstellt ein FSx Amazon-Dateisystem, das mit dem verknlpft istamzn-s3-
demo-bucket, mit einer Importeinstellung, die alle neuen, gednderten und geldschten Dateien in
das verknupfte Datenrepository importiert, nachdem das Dateisystem erstellt wurde.

(@ Note
Die Standard-Importeinstellungen fir den Import von Daten aus einem verknUpften

S3-Bucket mithilfe der CLI und API sindNONE, was sich vom Standardverhalten bei
Verwendung der Konsole unterscheidet.

Um ein FSx for Lustre-Dateisystem zu erstellen, verwenden Sie den Amazon FSx CLI-
Befehl create-file-system, wie unten gezeigt. Die entsprechende API-Operation ist
CreateFileSystem.

$ aws fsx create-file-system \
--client-request-token CRT1234 \
--file-system-type LUSTRE \
--file-system-type-version 2.10 \
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--lustre-configuration

AutoImportPolicy=NEW_CHANGED_DELETED,DeploymentType=SCRATCH_1, ImportPath=s

3://amzn-s3-demo-bucket/, ExportPath=s3://amzn-s3-demo-bucket/export,
PerUnitStorageThroughput=50 \

--storage-capacity 2400 \

--subnet-ids subnet-123456 \

--tags Key=Name,Value=Lustre-TEST-1 \

--region us-east-2

Nachdem Sie das Dateisystem erfolgreich erstellt haben, FSx gibt Amazon die
Dateisystembeschreibung als JSON zurick, wie im folgenden Beispiel gezeigt.

"FileSystems": [
{
"OwnerId": "owner-id-string",
"CreationTime": 1549310341.483,
"FileSystemId": "fs-0123456789abcdef@",
"FileSystemType": "LUSTRE",
"FileSystemTypeVersion": "2.10",
"Lifecycle": "CREATING",
"StorageCapacity": 2400,
"VpcId": "vpc-123456",
"SubnetIds": [
"subnet-123456"
1,
"NetworkInterfaceIds": [
"eni-039fcf55123456789"
1,

"DNSName": "fs-0123456789abcdef®@.fsx.us-east-2.amazonaws.com",

"ResourceARN": "arn:aws:fsx:us-east-2:123456:file-system/
fs-0123456789abcdef",
"Tags": [
{
"Key": "Name",
"Value": "Lustre-TEST-1"

1,
"LustreConfiguration": {
"DeploymentType": "PERSISTENT_1",
"DataRepositoryConfiguration": {
"AutoImportPolicy": "NEW_CHANGED_DELETED",
"Lifecycle": "UPDATING",
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"ImportPath": "s3://amzn-s3-demo-bucket/",
"ExportPath": "s3://amzn-s3-demo-bucket/export",
"ImportedFileChunkSize": 1024

1,
"PerUnitStorageThroughput": 50

Den Exportpfad eines Dateisystems anzeigen

Sie kdnnen den Exportpfad eines Dateisystems mithilfe der FSx for Lustre-Konsole, der AWS CLI und
der API anzeigen.

Console

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/

2. Wahlen Sie Dateisystemname oder Dateisystem-ID fur das FSx for Lustre-Dateisystem, flr
das Sie den Exportpfad anzeigen mdchten.

Die Seite mit den Dateisystemdetails fur dieses Dateisystem wird angezeigt.

3. Wahlen Sie die Registerkarte Daten-Repository.

Das Datenrepository-Integrationsfenster mit den Import- und Exportpfaden wird angezeigt.
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Lustre System (fs- ) \
i

Owverview Network & security Maintenance Data repository Tags \
Data repository integration s

Data repository type

Amazon 53 1

i{
Import path lll
3./ /lustre-export-test-bucket/ r
Export path

53/ Mlustre-export-test-bucket/FSxLustre

CLI

Verwenden Sie den describe-file-systems AWS CLI-Befehl, um den Exportpfad fir Ihr
Dateisystem zu ermitteln.

aws fsx describe-file-systems

Suchen Sie LustreConfiguration in der Antwort nach der ExportPath Eigenschaft unter.

"OwnerId": "111122223333",
"CreationTime": 1563382847.014,
"FileSystemId": "",
"FileSystemType": "LUSTRE",
"Lifecycle": "AVAILABLE",
"StorageCapacity": 2400,
"VpcId": "vpc-6296a00a",
"SubnetIds": [

"subnet-1111111"

1,

"NetworkInterfaceIds": [
"eni-0c288d5b8cc@6c82d",
"eni-0f38b702442c6918c"

1,

"DNSName": "fs-0123456789abcdef@.fsx.us-east-2.amazonaws.com",
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"ResourceARN": "arn:aws:fsx:us-east-2:267731178466:file-system/
fs-0123456789abcdef0",

"Tags": [
{
"Key": "Name",
"Value": "Lustre System"
}
1,

"LustreConfiguration": {
"DeploymentType": "SCRATCH_1",
"DataRepositoryConfiguration": {
"AutoImportPolicy": " NEW_CHANGED_DELETED",
"Lifecycle": "AVAILABLE",
"ImportPath": "s3://amzn-s3-demo-bucket/",
"ExportPath": "s3://amzn-s3-demo-bucket/FSxLustre20190717T164753Z",
"ImportedFileChunkSize": 1024
}

I

"PerUnitStorageThroughput": 50,

"WeeklyMaintenanceStartTime": "6:09:30"

}

Status des Lebenszyklus des Datenrepositorys

Der Lebenszyklusstatus des Datenrepositorys enthalt Statusinformationen Uber das verknupfte
Datenrepository des Dateisystems. Ein Datenrepository kann die folgenden Lebenszyklusstatus
haben.

 Erstellen: Amazon erstellt FSx die Datenrepository-Konfiguration zwischen dem Dateisystem und
dem verknlpften Daten-Repository. Das Daten-Repository ist nicht verflugbar.

» Verflgbar: Das Datenrepository kann verwendet werden.

 Aktualisierung: Die Konfiguration des Datenrepositorys wird derzeit vom Kunden initiiert, was sich
auf die Verflugbarkeit auswirken kann.

 Falsch konfiguriert: Amazon FSx kann Updates nicht automatisch aus dem S3-Bucket importieren,
bis die Konfiguration des Datenrepositorys korrigiert ist. Weitere Informationen finden Sie unter
Fehlerbehebung bei einem falsch konfigurierten verkntpften S3-Bucket.

Sie kdnnen den Lebenszyklusstatus eines verknupften Daten-Repositorys mithilfe der FSx Amazon-
Konsole, der AWS Befehlszeilenschnittstelle und der FSx Amazon-API| anzeigen. In der FSx Amazon-
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Konsole kénnen Sie im Bereich Data Repository Integration der Registerkarte Data Repository fur
das Dateisystem auf den Lebenszyklusstatus des Daten-Repositorys zugreifen. Die Lifecycle
Eigenschaft befindet sich im DataRepositoryConfiguration Objekt in der Antwort auf einen
describe-file-systemsCLI-Befehl (die entsprechende API-Aktion ist DescribeFileSystems).

Automatisches Importieren von Updates aus Ihrem S3-Bucket

Wenn Sie ein neues Dateisystem erstellen, FSx importiert Amazon standardmafRig die
Dateimetadaten (Name, Besitz, Zeitstempel und Berechtigungen) von Objekten im verknUpften
S3-Bucket bei der Erstellung des Dateisystems. Sie kdnnen Ihr FSx for Lustre-Dateisystem so
konfigurieren, dass Metadaten von Objekten, die nach der Erstellung des Dateisystems zu lhrem
S3-Bucket hinzugefligt, dort geandert oder geléscht wurden, automatisch importiert werden. FSx

for Lustre aktualisiert die Datei- und Verzeichnisliste eines geanderten Objekts nach der Erstellung
auf die gleiche Weise, wie es Dateimetadaten bei der Erstellung des Dateisystems importiert.

Wenn Amazon die Datei- und Verzeichnisliste eines geanderten Objekts FSx aktualisiert und das
geanderte Objekt im S3-Bucket seine Metadaten nicht mehr enthalt, FSx behalt Amazon die aktuellen
Metadatenwerte der Datei bei, anstatt Standardberechtigungen zu verwenden.

(® Note

Importeinstellungen sind FSx fir Lustre-Dateisysteme verfligbar, die nach 15:00 Uhr EDT am
23. Juli 2020 erstellt wurden.

Sie kénnen Importeinstellungen festlegen, wenn Sie ein neues Dateisystem erstellen, und Sie

kénnen die Einstellungen auf vorhandenen Dateisystemen mithilfe der FSx Managementkonsole,

der AWS CLI und der AWS API aktualisieren. (Optional) Wenn Sie Ihr Dateisystem erstellen, werden
Ihre vorhandenen S3-Objekte als Datei- und Verzeichnislisten angezeigt. Wie méchten Sie lhr
Dateisystem nach der Erstellung aktualisieren, wenn der Inhalt Ihres S3-Buckets aktualisiert wird? Ein
Dateisystem kann eine der folgenden Importeinstellungen haben:

(® Note

Das FSx for Lustre-Dateisystem und der verknipfte S3-Bucket mussen sich in derselben
AWS Region befinden, damit Updates automatisch importiert werden kénnen.
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Aktualisiere meine Datei- und Verzeichnisliste, wenn Objekte zu meinem S3-Bucket hinzugefligt
werden: (Standard) Amazon aktualisiert FSx automatisch die Datei- und Verzeichnislisten aller
neuen Objekte, die dem verknlpften S3-Bucket hinzugefligt wurden und derzeit nicht im FSx
Dateisystem existieren. Amazon aktualisiert FSx keine Angebote fir Objekte, die sich im S3-Bucket
geandert haben. Amazon I6scht FSx keine Angebote von Objekten, die im S3-Bucket geldscht
wurden.

® Note

Die Standardeinstellung fir die Importeinstellungen fir den Import von Daten aus einem
verknUpften S3-Bucket mithilfe der CLI und API lautetNONE. Die Standardeinstellung fur die
Importeinstellungen bei Verwendung der Konsole lautet ,Aktualisieren® Lustre wenn dem
S3-Bucket neue Objekte hinzugefugt werden.

Meine Datei- und Verzeichnisliste aktualisieren, wenn Objekte zu meinem S3-Bucket hinzugefligt
oder geandert werden: Amazon aktualisiert FSx automatisch die Datei- und Verzeichnislisten aller
neuen Objekte, die dem S3-Bucket hinzugefligt wurden, und aller vorhandenen Objekte, die im S3-
Bucket gedndert wurden, nachdem Sie diese Option ausgewahlt haben. Amazon I6scht FSx keine
Angebote von Objekten, die im S3-Bucket geléscht wurden.

Meine Datei- und Verzeichnisliste aktualisieren, wenn Objekte zu meinem S3-Bucket hinzugeflugt,
geandert oder aus ihm geldscht werden: Amazon aktualisiert FSx automatisch die Datei- und
Verzeichnislisten aller neuen Objekte, die dem S3-Bucket hinzugefligt wurden, aller vorhandenen
Objekte, die im S3-Bucket gedndert wurden, und aller vorhandenen Objekte, die im S3-Bucket
geldscht werden, nachdem Sie diese Option ausgewahlt haben.

Aktualisieren Sie meine Datei nicht und listen Sie nicht direkt auf, wenn Objekte zu meinem
S3-Bucket hinzugefiigt, geandert oder geléscht werden. Amazon aktualisiert FSx nur Datei-
und Verzeichnislisten aus dem verknipften S3-Bucket, wenn das Dateisystem erstellt wird.
FSx aktualisiert keine Datei- und Verzeichnislisten flr neue, geanderte oder geléschte Objekte,
nachdem Sie diese Option gewahlt haben.

Wenn Sie die Importeinstellungen so einrichten, dass Ihre Dateisystemdatei und Verzeichnislisten

auf der Grundlage von Anderungen im verkniipften S3-Bucket aktualisiert werden, FSx erstellt

Amazon eine Konfiguration fur Ereignisbenachrichtigungen fur den verknlpften S3-Bucket mit
dem NamenFSx. Andern oder I16schen Sie die Konfiguration der FSx Ereignisbenachrichtigung
im S3-Bucket nicht. Dadurch wird der automatische Import neuer oder geanderter Datei- und
Verzeichnislisten in lhr Dateisystem verhindert.

Automatisches Importieren von Updates aus lhrem S3-Bucket 129



FSx fur Lustre Lustre-Benutzerhandbuch

Wenn Amazon eine Dateiliste FSx aktualisiert, die sich im verknlpften S3-Bucket geandert

hat, Uberschreibt Amazon die lokale Datei mit der aktualisierten Version, auch wenn die Datei
schreibgesperrt ist. Wenn Amazon eine Dateiliste FSx aktualisiert, wenn das entsprechende Objekt
im verknlpften S3-Bucket geléscht wurde, I6scht Amazon die lokale Datei, auch wenn die Datei
schreibgesperrt ist.

Amazon FSx bemiiht sich nach besten Kraften, Ihr Dateisystem zu aktualisieren. Amazon FSx kann
das Dateisystem in den folgenden Situationen nicht mit Anderungen aktualisieren:

« Wenn Amazon FSx nicht berechtigt ist, das geanderte oder neue S3-Objekt zu 6ffnen.

* Wenn die Konfiguration der FSx Ereignisbenachrichtigung im verknipften S3-Bucket geldscht oder
geandert wird.

Jede dieser Bedingungen flihrt dazu, dass der Lebenszyklusstatus des Daten-Repositorys
falsch konfiguriert wird. Weitere Informationen finden Sie unter Status des Lebenszyklus des
Datenrepositorys.

Voraussetzungen

Die folgenden Bedingungen sind erforderlich, FSx damit Amazon automatisch neue, geédnderte oder
geléschte Dateien aus dem verknipften S3-Bucket importieren kann:

» Das Dateisystem und der verknupfte S3-Bucket missen sich in derselben AWS Region befinden.

» Der S3-Bucket hat keinen falsch konfigurierten Lifecycle-Status. Weitere Informationen finden Sie
unter Status des Lebenszyklus des Datenrepositorys.

« |hr Konto muss Uber die erforderlichen Berechtigungen verfigen, um Ereignisbenachrichtigungen
fur den verknlpften S3-Bucket zu konfigurieren und zu empfangen.

Unterstutzte Arten von Dateianderungen

Amazon FSx unterstiitzt den Import der folgenden Anderungen an Dateien und Ordnern, die im
verknlpften S3-Bucket vorgenommen werden:

« Anderungen am Dateiinhalt
« Anderungen an Datei- oder Ordner-Metadaten

« Anderungen am Symlink-Ziel oder an den Metadaten
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Importeinstellungen werden aktualisiert

Sie kénnen die Importeinstellungen eines Dateisystems festlegen, wenn Sie ein neues Dateisystem

erstellen. Weitere Informationen finden Sie unter Ihr Dateisystem mit einem Amazon S3 S3-Bucket
verknupfen.

Sie kénnen die Importeinstellungen eines Dateisystems auch aktualisieren, nachdem es mit der

AWS Management Console, der AWS CLI und der FSx Amazon-API erstellt wurde, wie im folgenden

Verfahren gezeigt.

Console

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Dashboard Dateisysteme aus.

3. Wahlen Sie das Dateisystem aus, das Sie verwalten mdchten, um die Dateisystemdetails
anzuzeigen.

4. Wahlen Sie Datenrepository, um die Datenrepository-Einstellungen anzuzeigen. Sie kénnen
die Importeinstellungen andern, wenn der Lebenszyklusstatus VERFUGBAR oder FALSCH
KONFIGURIERT lautet. Weitere Informationen finden Sie unter Status des Lebenszyklus des
Datenrepositorys.

5. Wahlen Sie ,Aktionen® und anschlieend ,Importeinstellungen aktualisieren®, um das
Dialogfeld ,Importeinstellungen aktualisieren® anzuzeigen.

6. Waihlen Sie die neue Einstellung und anschlieRend ,Aktualisieren“, um die Anderung

CLI

vorzunehmen.

Verwenden Sie den update-file-systemCLI-Befehl, um die Importeinstellungen zu
aktualisieren. Die entsprechende API-Operation ist UpdateFileSystem.

Nachdem Sie das Dateisystem erfolgreich aktualisiert habenAutoImportPolicy, FSx gibt
Amazon die Beschreibung des aktualisierten Dateisystems als JSON zurlck, wie hier gezeigt:

"FileSystems": [
{
"OwnerId": "111122223333",
"CreationTime": 1549310341.483,
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"FileSystemId": "fs-0123456789abcdef0",
"FileSystemType": "LUSTRE",
"Lifecycle": "UPDATING",
"StorageCapacity": 2400,
"VpcId": "vpc-123456",
"SubnetIds": [
"subnet-123456"
1,
"NetworkInterfaceIds": [
"eni-039fcf55123456789"
1,
"DNSName": "fs-0123456789abcdef@.fsx.us-east-2.amazonaws.com",
"ResourceARN": "arn:aws:fsx:us-east-2:123456:file-system/
fs-0123456789abcdef",
"Tags": [
{
"Key": "Name",
"Value": "Lustre-TEST-1"

1,
"LustreConfiguration": {
"DeploymentType": "SCRATCH_1",
"DataRepositoryConfiguration": {
"AutoImportPolicy": "NEW_CHANGED_DELETED",
"Lifecycle": "UPDATING",
"ImportPath": "s3://amzn-s3-demo-bucket/",
"ExportPath": "s3://amzn-s3-demo-bucket/export",
"ImportedFileChunkSize": 1024
}
"PerUnitStorageThroughput": 50,
"WeeklyMaintenanceStartTime": "2:04:30"
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Leistung von Amazon FSx for Lustre

Dieses Kapitel enthalt Leistungsthemen von Amazon FSx for Lustre, einschlie3lich einiger wichtiger
Tipps und Empfehlungen zur Maximierung der Leistung lhres Dateisystems.

Themen
« -Ubersicht

» Wie funktionieren FSx die Dateisysteme von For Lustre

» Leistung der Metadaten des Dateisystems

* Durchsatz fur einzelne Client-Instanzen

» Speicherlayout des Dateisystems

« Striping von Daten in lhrem Dateisystem

« Uberwachung von Leistung und Nutzung

» Leistungsmerkmale der SSD- und HDD-Speicherklassen

» Leistungsmerkmale der Intelligent-Tiering-Speicherklasse

» Tipps zur Leistung

-Ubersicht

Amazon FSx for Lustre basiert auf dem Lustre beliebten Hochleistungsdateisystem und bietet Scale-
Out-Leistung, die linear mit der GroRRe eines Dateisystems zunimmt. LustreDateisysteme lassen sich
horizontal auf mehrere Dateiserver und Festplatten skalieren. Durch diese Skalierung erhalt jeder
Client direkten Zugriff auf die auf den einzelnen Festplatten gespeicherten Daten, wodurch viele der
in herkdmmlichen Dateisystemen vorhandenen Engpasse beseitigt werden. Amazon FSx for Lustre
baut auf der Lustre skalierbaren Architektur auf, um ein hohes Leistungsniveau bei einer grofl3en
Anzahl von Kunden zu unterstitzen.

Wie funktionieren FSx die Dateisysteme von For Lustre

Jedes Dateisystem FSx fur Lustre besteht aus den Dateiservern, mit denen die Clients
kommunizieren, und einem Satz von Festplatten, die an jeden Dateiserver angeschlossen sind

und lhre Daten speichern. Jeder Dateiserver verwendet einen schnellen In-Memory-Cache, um die
Leistung der Daten zu verbessern, auf die am haufigsten zugegriffen wird. Je nach Speicherklasse
kann |Ihr Dateiserver mit einem optionalen SSD-Lesecache ausgestattet werden. Wenn ein Client auf
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Daten zugreift, die im In-Memory- oder SSD-Cache gespeichert sind, muss der Dateiserver sie nicht
von der Festplatte lesen, was die Latenz reduziert und den Gesamtdurchsatz erhéht, den Sie steuern
kénnen. Das folgende Diagramm zeigt die Pfade eines Schreibvorgangs, eines Lesevorgangs, der
von der Festplatte aus ausgefihrt wird, und eines Lesevorgangs, der tber den Arbeitsspeicher oder
den SSD-Cache ausgefihrt wird.

[@8] Amazon Web Services Cloud

: - : B2 Amazon FSx for Lustre

Lustre file server

1:; Disk throughput/IOPS

n-memory/SSD

ache Storage

Lustre file server

D ’ ] ) ﬁ Disk throughput/IOPS

Elastic network interface n-memory/55D

Lustre clients ‘
cache

Storage

Lustre file server

Write operation %

n-memaory/SSD
- Read operation served from disk cache
cache
«<——> Read operation served from Storage
server cache

_________________________________

Wenn Sie Daten lesen, die im Arbeitsspeicher- oder SSD-Cache des Dateiservers gespeichert sind,
wird die Leistung des Dateisystems durch den Netzwerkdurchsatz bestimmt. Wenn Sie Daten in Ihr
Dateisystem schreiben oder wenn Sie Daten lesen, die nicht im In-Memory-Cache gespeichert sind,
wird die Leistung des Dateisystems durch den jeweils niedrigeren Wert des Netzwerkdurchsatzes und
des Festplattendurchsatzes bestimmt.

Weitere Informationen Uber den Netzwerkdurchsatz, den Festplattendurchsatz und die IOPS-
Eigenschaften von SSD- und HDD-Speicherklassen finden Sie unter Leistungsmerkmale der SSD-
und HDD-Speicherklassen und. Leistungsmerkmale der Intelligent-Tiering-Speicherklasse

Leistung der Metadaten des Dateisystems

I/O-Operationen pro Sekunde (IOPS) fur Dateisystem-Metadaten bestimmen die Anzahl der Dateien
und Verzeichnisse, die Sie pro Sekunde erstellen, auflisten, lesen und |6schen kénnen.
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Persistent 2-Dateisysteme ermdglichen es lhnen, Metadaten-lOPS unabhangig von der
Speicherkapazitat bereitzustellen und bieten einen besseren Einblick in die Anzahl und Art

der Metadaten-IOPS-Client-Instances, die in lhrem Dateisystem ausgefiihrt werden. Bei
SSD-Dateisystemen werden Metadaten-lIOPS automatisch auf der Grundlage der von Ihnen
bereitgestellten Speicherkapazitat bereitgestellt. Der automatische Modus wird auf Intelligent-Tiering-
Dateisystemen nicht unterstutzt.

FSx Bei Lustre Persistent 2-Dateisystemen bestimmen die Anzahl der bereitgestellten Metadaten-
IOPS und die Art des Metadatenvorgangs die Geschwindigkeit der Metadatenoperationen, die Ihr
Dateisystem unterstitzen kann. Die Ebene der von lhnen bereitgestellten Metadaten-IOPS bestimmt
die Anzahl der IOPS, die fur die Metadaten-Festplatten lhres Dateisystems bereitgestellt werden.

Art des Vorgangs Vorgange, die Sie pro Sekunde fir jede
bereitgestellte Metadaten-IOPS ausflihren
kdnnen

Datei erstellen, 6ffnen und schliel3en 2

Datei l6schen 1

Verzeichnis erstellen, umbenennen 0.1

Verzeichnis I6schen 0.2

FUr SSD-Dateisysteme kdonnen Sie festlegen, dass Metadaten-IOPS im automatischen Modus
bereitgestellt werden soll. Im automatischen Modus stellt Amazon FSx automatisch Metadaten-IOPS
basierend auf der Speicherkapazitat Ihres Dateisystems gemalR der folgenden Tabelle bereit:

Speicherkapazitat des Dateisystems Inklusive Metadaten-IOPS im automatischen
Modus

1200 GiB 1500

2400 GiB 3000

4800—9600 GiB 6 000

12000—456,00 GiB 12000
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Speicherkapazitat des Dateisystems Inklusive Metadaten-IOPS im automatischen
Modus

248000 GiB 12000 IOPS pro 24000 GiB

Im vom Benutzer bereitgestellten Modus kénnen Sie optional die Anzahl der bereitzustellenden
Metadaten-IOPS angeben. Giltige Werte sind:

* Fur SSD-Dateisysteme sind die Werte1500,, 3000 600012000, und ein Vielfaches von 12000 bis
zu einem Maximum von gultig. 192000

» Far Intelligent-Tiering-Dateisysteme sind die gultigen Werte und. 6000 12000

Informationen zur Konfiguration von Metadaten-IOPS finden Sie unter. Verwaltung der Metadaten-
Performance Beachten Sie, dass Sie fur Metadaten-lIOPS zahlen, die Uber der Standardanzahl an
Metadaten-IOPS fir Ihr Dateisystem bereitgestellt werden.

Durchsatz fur einzelne Client-Instanzen

Wenn Sie ein Dateisystem mit einer Durchsatzkapazitat GBps von uber 10% erstellen, empfehlen wir,
den Elastic Fabric Adapter (EFA) zu aktivieren, um den Durchsatz pro Client-Instance zu optimieren.
Um den Durchsatz pro Client-Instance weiter zu optimieren, unterstitzen EFA-fahige Dateisysteme
auch GPUDirect Storage fur EFA-fahige NVIDIA-GPU-basierte Client-Instances und ENA Express fur
ENA Express-fahige Client-Instances.

Der Durchsatz, den Sie einer einzelnen Client-Instance zuweisen kénnen, hangt von der Wahl des
Dateisystemtyps und der Netzwerkschnittstelle auf Ihrer Client-Instance ab.

Typ des Dateisystems Netzwerkschnittstelle der Maximaler Durchsatz pro
Client-Instanz Client, Gbit/s

Nicht EFA-fahig Beliebig 100 Gbit/s*

EFA-fahig ENA 100 Gbit/s*

EFA-fahig ENA Express 100 Gbit/s

EFA-fahig EFA 700 Gbit/s
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Typ des Dateisystems Netzwerkschnittstelle der Maximaler Durchsatz pro
Client-Instanz Client, Gbit/s

EFA-fahig EFA mit GDS 1200 Gbit/s

® Note

* Der Datenverkehr zwischen einer einzelnen Client-Instance und einem individuellen Object
Storage-Server FSx fur Lustre ist auf 5 Gbit/s begrenzt. Die Anzahl der Objektspeicherserver,
die Ihrem IP-Adressen fur Dateisysteme for Lustre-Dateisystem zugrunde liegen, finden Sie
FSx unter.

Speicherlayout des Dateisystems

Alle Lustre darin enthaltenen Dateidaten werden auf Speichervolumes gespeichert, die als
Objektspeicherziele (OSTs) bezeichnet werden. Alle Dateimetadaten (einschlieRlich Dateinamen,
Zeitstempel, Berechtigungen und mehr) werden auf Speichervolumes gespeichert, die als
Metadatenziele (MDTs) bezeichnet werden. Amazon FSx for Lustre-Dateisysteme bestehen aus
einem oder mehreren MDTs und mehreren OSTs. Amazon FSx for Lustre verteilt Inre Dateidaten
Uber das gesamte Dateisystem OSTs , um die Speicherkapazitat mit dem Durchsatz und der IOPS-
Auslastung in Einklang zu bringen.

FUhren Sie den folgenden Befehl von einem Client aus, auf dem OSTs das Dateisystem installiert ist,
um die Speichernutzung der MDTs und der Elemente |hres Dateisystems zu Uberprifen.

1fs df -h mount/path

Die Ausgabe dieses Befehls sieht wie folgt aus:

Example
UUID bytes Used Available Use% Mounted on
mountname-MDTQ000_UUID 68.7G 5.4M 68.7G 0% /fsx[MDT:0]
mountname-0STOOOO_UUID 1.1T7 4, 5M 1.1T7 0% /fsx[0ST:0]
mountname-0ST@001_UUID 1.17 4. 5M 1.1T 0% /fsx[0ST:1]
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filesystem_summary: 2.2T 9.0M 2.2T 0% /fsx

Striping von Daten in Inrem Dateisystem

Mit File-Striping kdnnen Sie die Durchsatzleistung lhres Dateisystems optimieren. Amazon FSx for
Lustre verteilt OSTs Dateien automatisch auf mehrere Speicherserver, um sicherzustellen, dass
Daten von allen Speicherservern bereitgestellt werden. Sie kdnnen dasselbe Konzept auf Dateiebene
anwenden, indem Sie konfigurieren, wie Dateien auf mehrere OSTs verteilt werden.

Striping bedeutet, dass Dateien in mehrere Blocke aufgeteilt werden kdénnen, die dann auf
verschiedenen Ebenen gespeichert werden. OSTs Wenn eine Datei Uber mehrere Stripes verteilt wird
OSTs, werden Lese- oder Schreibanforderungen an die Datei auf diese verteilt OSTs, wodurch der
Gesamtdurchsatz oder die IOPS, die Ihre Anwendungen verarbeiten kdnnen, erhdht werden.

Im Folgenden sind die Standardlayouts fir Amazon FSx for Lustre-Dateisysteme aufgefihrt.

» Fur Dateisysteme, die vor dem 18. Dezember 2020 erstellt wurden, gibt das Standardlayout eine
Stripe-Anzahl von 1 an. Das bedeutet, dass, sofern kein anderes Layout angegeben ist, jede Datei,
die in Amazon FSx for Lustre mit Standard-Linux-Tools erstellt wurde, auf einer einzigen Festplatte
gespeichert wird.

» Fur Dateisysteme, die nach dem 18. Dezember 2020 erstellt wurden, ist das Standardlayout ein
progressives Dateilayout, bei dem Dateien mit einer Gré3e von weniger als 1 GiB in einem Stripe
gespeichert werden und gré3eren Dateien eine Stripe-Anzahl von 5 zugewiesen wird.

» Fur Dateisysteme, die nach dem 25. August 2023 erstellt wurden, ist das Standardlayout ein
progressives 4-Komponenten-Dateilayout, das unter erklart wird. Progressive Datei-Layouts

» Far alle Dateisysteme, unabhangig von ihrem Erstellungsdatum, verwenden aus
Amazon S3 importierte Dateien nicht das Standardlayout, sondern das Layout im
ImportedFileChunkSize Dateisystemparameter. In S3 importierte Dateien, die grof3er als die
sind, ImportedFileChunkSize werden auf mehreren Dateien OSTs mit einer Stripe-Anzahl
von gespeichert. (FileSize / ImportedFileChunksize) + 1 Der Standardwert von
ImportedFileChunkSize ist 1 GiB.

Sie kénnen die Layoutkonfiguration einer Datei oder eines Verzeichnisses mit dem 1fs getstripe
Befehl anzeigen.

1fs getstripe path/to/filename
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Dieser Befehl meldet die Anzahl der Stripes, die Stripe-Groé3e und den Stripe-Offset einer Datei. Die
Anzahl der Streifen gibt an, Gber wie viele Streifen OSTs die Datei gestreift ist. Die Stripe-Grofe gibt
an, wie viele kontinuierliche Daten auf einem OST gespeichert sind. Der Stripe-Offset ist der Index
der ersten OST-Datei, tGber die die Datei gestreift wird.

Andern Sie lhre Striping-Konfiguration

Die Layoutparameter einer Datei werden festgelegt, wenn die Datei zum ersten Mal erstellt wird.
Verwenden Sie den 1fs setstripe Befehl, um eine neue, leere Datei mit einem bestimmten
Layout zu erstellen.

1fs setstripe filename --stripe-count number_of_0STs

Der 1fs setstripe Befehl wirkt sich nur auf das Layout einer neuen Datei aus. Verwenden Sie
ihn, um das Layout einer Datei festzulegen, bevor Sie sie erstellen. Sie kbnnen auch ein Layout

fur ein Verzeichnis definieren. Sobald es fur ein Verzeichnis festgelegt ist, wird dieses Layout auf
jede neue Datei angewendet, die diesem Verzeichnis hinzugeflgt wird, jedoch nicht auf vorhandene
Dateien. Jedes neue Unterverzeichnis, das Sie erstellen, erbt auch das neue Layout, das dann

auf alle neuen Dateien oder Verzeichnisse angewendet wird, die Sie in diesem Unterverzeichnis
erstellen.

Verwenden Sie den Befehl, um das Layout einer vorhandenen Datei zu andern. 1fs migrate

Mit diesem Befehl wird die Datei nach Bedarf kopiert, um ihren Inhalt entsprechend dem Layout zu
verteilen, das Sie im Befehl angeben. Beispielsweise andern Dateien, die angehangt oder vergrolert
werden, die Anzahl der Stripes nicht. Sie missen sie also migrieren, um das Dateilayout zu &ndern.
Sie kdnnen auch eine neue Datei erstellen, indem Sie mit dem 1fs setstripe Befehl ihr Layout
angeben, den Originalinhalt in die neue Datei kopieren und dann die neue Datei umbenennen, um die
Originaldatei zu ersetzen.

Es kann Falle geben, in denen die Standard-Layoutkonfiguration nicht optimal fur Ihre Arbeitslast

ist. Beispielsweise kann in einem Dateisystem mit Dutzenden OSTs und einer gro3en Anzahl von
Dateien mit mehreren Gigabyte eine hdhere Leistung erzielt werden, wenn die Dateien Uber mehr als
den Standardwert fUr die Stripe-Anzahl von funf verteilt werden. OSTs Das Erstellen grof3er Dateien
mit einer niedrigen Stripe-Anzahl kann zu 1/O Leistungsengpassen fuhren und auch dazu fuhren,
dass OSTs Dateien uberlastet werden. In diesem Fall kdbnnen Sie ein Verzeichnis mit einer gro3eren
Stripe-Anzahl fir diese Dateien erstellen.

Die Einrichtung eines Streifenlayouts fur gro3e Dateien (insbesondere Dateien mit einer Gré3e von
mehr als einem Gigabyte) ist aus folgenden Grinden wichtig:
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Verbessert den Durchsatz, da mehrere Server OSTs und die ihnen zugehérigen Server beim Lesen
und Schreiben groflier Dateien IOPS, Netzwerkbandbreite und CPU-Ressourcen bereitstellen
kdnnen.

Reduziert die Wahrscheinlichkeit, dass ein kleiner Teil davon OSTs zu Hotspots wird, die die
Gesamtleistung des Workloads einschranken.

Verhindert, dass eine einzelne grol3e Datei eine OST-Datei flillt, was mdglicherweise zu Fehlern
bei voller Festplatte fliihren kann.

Es gibt keine einzige optimale Layoutkonfiguration flr alle Anwendungsfalle. Eine ausflhrliche
Anleitung zu Datei-Layouts finden Sie unter Managing File Layout (Striping) and Free Space in der
Lustre.org-Dokumentation. Im Folgenden finden Sie allgemeine Richtlinien:

Das gestreifte Layout ist am wichtigsten fur gro3e Dateien, insbesondere flir Anwendungsfalle,
in denen Dateien routinemafig Hunderte von Megabyte oder mehr grof3 sind. Aus diesem Grund
weist das Standardlayout fur ein neues Dateisystem Dateien mit einer Grélde von mehr als 1 GiB
eine Streifenanzahl von funf zu.

Die Anzahl der Stripes ist der Layoutparameter, den Sie flir Systeme, die grol3e Dateien
unterstltzen, anpassen sollten. Die Anzahl der Stripes gibt die Anzahl der OST-Volumes an, auf
denen Teile einer Stripe-Datei gespeichert werden. LustreSchreibt beispielsweise bei einer Stripe-
Anzahl von 2 und einer Stripe-Grofe von 1 MiB abwechselnd 1-MB-Chunks einer Datei in jeden
von zwei. OSTs

Die effektive Stripe-Anzahl ist der kleinere Wert aus der tatsachlichen Anzahl von OST-Volumes
und dem von lhnen angegebenen Wert flr die Stripe-Anzahl. Sie kénnen den speziellen Wert flr
die Stripe-Anzahl von verwenden, -1 um anzugeben, dass Stripes auf allen OST-Volumes platziert
werden sollen.

Die Festlegung einer grol3en Anzahl an Stripes fur kleine Dateien ist nicht optimal, da fir bestimmte
Operationen ein Netzwerk-Roundtrip zu jedem OST-Objekt im Layout Lustre erforderlich ist, auch
wenn die Datei zu klein ist, um Speicherplatz auf allen OST-Volumes zu belegen.

Sie kénnen ein progressives Datei-Layout (PFL) einrichten, bei dem sich das Layout einer Datei mit
der GroRe andern kann. Eine PFL-Konfiguration kann die Verwaltung eines Dateisystems mit einer
Kombination aus grof3en und kleinen Dateien vereinfachen, ohne dass Sie fur jede Datei explizit
eine Konfiguration festlegen missen. Weitere Informationen finden Sie unter Progressive Datei-

Layouts.
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 Die Stripe-GroRRe betragt standardmafig 1 MiB. Das Einstellen eines Stripe-Offsets kann unter
bestimmten Umstanden nutzlich sein, aber im Allgemeinen ist es am besten, ihn nicht anzugeben
und die Standardeinstellung zu verwenden.

Progressive Datei-Layouts

Sie kénnen eine PFL-Konfiguration (Progressive File Layout) flr ein Verzeichnis angeben, um vor
dem Auffillen verschiedene Stripe-Konfigurationen fir kleine und groRe Dateien festzulegen. Sie
kénnen beispielsweise eine PFL fir das Verzeichnis der obersten Ebene festlegen, bevor Daten in
ein neues Dateisystem geschrieben werden.

Um eine PFL-Konfiguration anzugeben, verwenden Sie den 1fs setstripe Befehl mit -E
Optionen, um Layoutkomponenten fur Dateien unterschiedlicher Gro3e anzugeben, z. B. den
folgenden Befehl:

1fs setstripe -E 100M -c 1 -E 10G -c 8 -E 100G -c 16 -E -1 -c 32 /mountname/directory

Mit diesem Befehl werden vier Layoutkomponenten festgelegt:

* Die erste Komponente (-E 100M -c 1) gibt einen Wert fur die Anzahl der Stripes von 1 fur
Dateien mit einer Gro3e von bis zu 100 MiB an.

* Die zweite Komponente (-E 10G -c 8) gibt eine Stripe-Anzahl von 8 fir Dateien mit einer GréRe
von bis zu 10 GiB an.

* Die dritte Komponente (-E 100G -c 16) gibt eine Stripe-Anzahl von 16 fur Dateien mit einer
GrofRe von bis zu 100 GiB an.

* Die vierte Komponente (-E -1 -c 32) gibt eine Stripe-Anzahl von 32 fir Dateien mit mehr als
100 GiB an.

/A Important

Durch das Anhangen von Daten an eine Datei, die mit einem PFL-Layout erstellt wurde,
werden alle Layoutkomponenten aufgeflillt. Wenn Sie beispielsweise mit dem oben gezeigten
4-Komponenten-Befehl eine 1 MiB-Datei erstellen und dann Daten am Ende der Datei
hinzufligen, wird das Layout der Datei auf eine Stripeanzahl von -1 erweitert, was bedeutet,
dass alle Stripes im System vorhanden sind. OSTs Das bedeutet nicht, dass Daten in jedes
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OST geschrieben werden, aber ein Vorgang wie das Lesen der Dateilange sendet parallel zu
jedem OST eine Anfrage, was das Dateisystem erheblich belastet.

Achten Sie daher darauf, die Anzahl der Stripes fir Dateien mit kleiner oder mittlerer Lange
zu begrenzen, an die anschlielRend Daten angehangt werden kénnen. Da Protokolldateien
normalerweise wachsen, wenn neue Datensatze angehangt werden, weist Amazon FSx

for Lustre jeder im Anfigemodus erstellten Datei eine Standard-Stripe-Anzahl von 1

zu, unabhangig von der im Ubergeordneten Verzeichnis angegebenen Standard-Stripe-
Konfiguration.

Die Standard-PFL-Konfiguration auf Amazon FSx fir Lustre-Dateisysteme, die nach dem 25. August
2023 erstellt wurden, wird mit diesem Befehl festgelegt:

1fs setstripe -E 100M -c 1 -E 10G -c 8 -E 100G -c 16 -E -1 -c 32 /mountname

Kunden mit Workloads, die in hohem Mal3e gleichzeitig auf mittlere und groRe Dateien zugreifen,
profitieren wahrscheinlich von einem Layout mit mehr Stripes bei kleineren Gré3en und Striping Uber
alle OSTs fur die grofdten Dateien, wie das aus vier Komponenten bestehende Beispiel-Layout zeigt.

Uberwachung von Leistung und Nutzung

Jede Minute sendet Amazon FSx for Lustre Nutzungsdaten fiir jede Festplatte (MDT und OST) an
Amazon. CloudWatch

Um aggregierte Details zur Dateisystemnutzung anzuzeigen, kénnen Sie sich die Summenstatistik
der einzelnen Metriken ansehen. Die Summe der DataReadBytes Statistiken gibt beispielsweise
den gesamten Lesedurchsatz an, der von allen Benutzern OSTs in einem Dateisystem gemessen
wurde. In dhnlicher Weise gibt die FreeDataStorageCapacity Statistik Summe die gesamte
verfligbare Speicherkapazitat flir Dateidaten im Dateisystem an.

Weitere Informationen zur Uberwachung der Leistung lhres Dateisystems finden Sie
unterUberwachung von Amazon FSx for Lustre-Dateisystemen.

Leistungsmerkmale der SSD- und HDD-Speicherklassen

Der Durchsatz, den ein FSx fur Lustre mit SSD- oder HDD-Speicherklasse bereitgestelltes
Dateisystem unterstitzt, ist proportional zu seiner Speicherkapazitat. Amazon FSx for Lustre-
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Dateisysteme lassen sich auf ein Vielfaches TBps des Durchsatzes und Millionen von IOPS
skalieren. Amazon FSx for Lustre unterstiitzt auch den gleichzeitigen Zugriff auf dieselbe Datei

oder dasselbe Verzeichnis von Tausenden von Recheninstanzen aus. Dieser Zugriff ermdglicht ein
schnelles Priifen von Daten vom Anwendungsspeicher zum Speicher, was eine gangige Technik im
Hochleistungsrechnen (HPC) ist. Sie kdnnen den Speicherplatz und die Durchsatzkapazitat nach
Bedarf jederzeit erh6hen, nachdem Sie das Dateisystem erstellt haben. Weitere Informationen finden
Sie unter Verwaltung der Speicherkapazitat.

FSx for Lustre-Dateisysteme bieten einen Burst-Lesedurchsatz, indem sie einen 1/O
Netzwerk-Kreditmechanismus verwenden, um Netzwerkbandbreite auf der Grundlage der
durchschnittlichen Bandbreitennutzung zuzuweisen. Die Dateisysteme sammeln Credits, wenn
ihre Netzwerkbandbreitennutzung unter ihren Basisgrenzwerten liegt, und kénnen diese Credits fur
Netzwerkdatenubertragungen verwenden.

Die folgenden Tabellen zeigen die Leistung, FSx flr die die Bereitstellungsoptionen von Lustre mit
SSD- und HDD-Speicherklassen konzipiert wurden.
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® Note

* Die folgenden persistenten Dateisysteme AWS-Regionen bieten Netzwerk-Bursts von bis zu
530 MBps pro TiB Speicherplatz: Afrika (Kapstadt), Asien-Pazifik (Hongkong), Asien-Pazifik
(Osaka), Asien-Pazifik (Singapur), Kanada (Zentral), Europa (Frankfurt), Europa (London),
Europa (Mailand), Europa (Stockholm), Naher Osten (Bahrain), Sidamerika (Sdo Paulo),
China und USA West (Los Angeles).

Beispiel: Aggregierter Baseline- und Burst-Durchsatz

Das folgende Beispiel zeigt, wie sich Speicherkapazitat und Festplattendurchsatz auf die Leistung
des Dateisystems auswirken.

Ein persistentes Dateisystem mit einer Speicherkapazitat von 4,8 TiB und 50 MBps pro TiB Durchsatz
pro Speichereinheit bietet einen aggregierten Basisdatentragerdurchsatz von 240 MBps und einen
Burst-Festplattendurchsatz von 1,152. GBps

Unabhangig von der Grolie des Dateisystems bietet Amazon FSx for Lustre konsistente Latenzen
von unter einer Millisekunde flir Dateioperationen.

Leistungsmerkmale der Intelligent-Tiering-Speicherklasse

Die Intelligent-Tiering-Speicherklasse von FSx for Lustre bietet elastischen, kostenoptimierten
Speicher fur Workloads, die traditionell auf HDD-basierten oder gemischten HDD-/SDD-basierten
Hochleistungsdateisystemen ausgefuhrt werden. Dateisysteme, die die Intelligent-Tiering-
Speicherklasse verwenden, verwenden vollstandig elastischen, intelligent gestuften, regionalen
Speicher, der automatisch wachst und schrumpft, um sich an lhre Arbeitslast anzupassen, wenn
sich diese andert. Informationen zur Datenklassifizierung finden Sie unter. Wie die Intelligent-Tiering-

Speicherklasse Daten einteilt

Der Durchsatz, den ein FSx for Lustre-Dateisystem mit Intelligent-Tiering-Speicherklasse unterstitzt,
ist unabhangig von seinem Speicher. Intelligent-Tiering-Dateisysteme lassen sich auf ein Vielfaches
TBps des Durchsatzes und Millionen von IOPS skalieren. Dateisysteme, die die Intelligent-Tiering-
Speicherklasse verwenden, bieten aullerdem einen optionalen bereitgestellten SSD-Lesecache fur
den Zugriff auf haufig aufgerufene Daten mit geringer Latenz. StandardmaRig stellt Amazon FSx for
Lustre einen SSD-Lese-Cache fur haufig aufgerufene Metadaten bereit. Da die meisten Workloads
in der Regel leseintensiv sind und zu einem bestimmten Zeitpunkt nur mit einem kleinen Teil des
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Gesamtdatensatzes aktiv arbeiten, ermoglicht das Hybridmodell aus Intelligent-Tiering-Speicher und
SSD-Lesecaches Dateisystemen, Speicher bereitzustellen, dessen Leistung mit SSD-Dateisystemen
fur die meisten Workloads vergleichbar ist, und gleichzeitig Speicherkosteneinsparungen im Vergleich
zu den SSD- und HDD-Speicherklassen zu erzielen.

Beim Lesen und Schreiben von Daten in ein Intelligent-Tiering-Dateisystem, insbesondere bei

Daten, auf die in letzter Zeit nicht oder nicht haufig genug zugegriffen wurde, um sich im In-Memory-
Cache des Dateiservers zu befinden, hangt die Leistung von der Gro3e des SSD-Lesecaches ab.
Der Datenzugriff Gber Intelligent-Tiering-Speicher hat time-to-first-byte Latenzen von etwa zehn
Millisekunden sowie Kosten pro Anfrage, wahrend Zugriffe aus dem SSD-Lesecache mit einer Latenz
von unter einer Millisekunde und ohne Kosten pro Anfrage zurtickgegeben werden.

Bei der Konfiguration der GroRe des SSD-Lesecaches fir Ihr Dateisystem sollten Sie sowohl die
Grolde Ihres haufig aufgerufenen Datensatzes innerhalb des Workloads als auch die Empfindlichkeit
des Workloads gegentiber héheren Latenzen beim Lesen von Daten berlcksichtigen, auf die seltener
zugegriffen wird. Sie kdnnen nach der Erstellung lhres Dateisystems zwischen den Modi flr die
GroRe des SSD-Lesecaches wechseln und den Cache nach oben oder unten skalieren. Weitere
Informationen zum Andern lhres SSD-Lesecaches finden Sie unterVerwaltung des bereitgestellten
SSD-Lesecache.

Eine Schreibanforderung tritt auf, wenn FSx for Lustre einen Datenblock in den Intelligent-Tiering-
Speicher schreibt. Wenn Sie Daten in das Dateisystem schreiben, werden Schreibanforderungen
aggregiert und in den Intelligent-Tiering-Speicher geschrieben, wodurch der Durchsatz erhéht und
die Anforderungskosten gesenkt werden. Lesevorgange konnen aus dem In-Memory-Cache, dem
SSD-Lesecache oder direkt aus dem Intelligent-Tiering-Speicher des Dateiservers bereitgestellt
werden. Wenn ein Lesevorgang aus dem Intelligent-Tiering-Speicher bereitgestellt wird, erfolgt fur
jeden abgerufenen Datenblock eine Leseanforderung. Wenn Sie Daten sequentiell lesen, ruft FSx for
Lustre Daten vorab ab, um die Leistung zu verbessern.

Daten aus dem In-Memory-Cache auf Dateisystemen, die die Intelligent-Tiering-Speicherklasse
verwenden, werden dem anfragenden Client direkt als Netzwerk-1/O bereitgestellt. Wenn ein Client
auf Daten zugreift, die sich nicht im In-Memory-Cache befinden, werden diese entweder aus dem
SSD-Lesecache oder dem Intelligent-Tiering-Speicher als Festplatten-1/0O gelesen und dem Client
dann als Netzwerk-1/O bereitgestellt.

Dateisystemleistung fur Intelligent-Tiering

Die folgende Tabelle zeigt die Leistung, FSx fur die Intelligent-Tiering-Dateisysteme von Lustre
konzipiert wurden.
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Tipps zur Leistung

Beachten Sie bei der Verwendung von Amazon FSx for Lustre die folgenden Leistungstipps.
Informationen zu Servicebeschrankungen finden Sie unterServicekontingente fur Amazon FSx for
Lustre.

* Durchschnittliche 1/0 GréRe — Da es sich bei Amazon FSx for Lustre um ein Netzwerk-
Dateisystem handelt, durchlauft jeder Dateivorgang einen Roundtrip zwischen dem Client und
Amazon FSx for Lustre, wodurch ein geringer Latenz-Overhead entsteht. Aufgrund dieser Latenz
pro Vorgang steigt der Gesamtdurchsatz im Allgemeinen mit steigender /O DurchschnittsgroRe, da
sich der Overhead bei einer grolieren Datenmenge amortisiert.

+ Anforderungsmodell — Durch die Aktivierung asynchroner Schreibvorgange in lhr Dateisystem
werden ausstehende Schreibvorgange auf der EC2 Amazon-Instance zwischengespeichert, bevor
sie asynchron in Amazon FSx for Lustre geschrieben werden. Asynchrone Schreibvorgange
besitzen in der Regel niedrigere Latenzen. Bei der Ausfuhrung asynchroner Schreibvorgange
verwendet der Kernel zusatzlichen Speicher zum Zwischenspeichern. Ein Dateisystem, das
synchrone Schreibvorgange aktiviert hat, sendet synchrone Anfragen an Amazon FSx for Lustre.
Jeder Vorgang durchlauft eine Hin- und Ruckreise zwischen dem Kunden und Amazon FSx for
Lustre.

(® Note

Das von lhnen gewahlte Anforderungsmodell weist Kompromisse in Bezug auf Konsistenz
(wenn Sie mehrere EC2 Amazon-Instances verwenden) und Geschwindigkeit auf.

+ Verzeichnisgrée einschranken — Um eine optimale Metadaten-Performance auf den
Dateisystemen Persistent 2 FSx for Lustre zu erreichen, beschranken Sie jedes Verzeichnis auf
weniger als 100.000 Dateien. Durch die Begrenzung der Anzahl der Dateien in einem Verzeichnis
wird die Zeit reduziert, die das Dateisystem bendtigt, um das Ubergeordnete Verzeichnis zu
sperren.

+ EC2 Amazon-Instances — Anwendungen, die eine grolde Anzahl von Lese- und Schreibvorgangen
ausfuhren, bendtigen wahrscheinlich mehr Speicher oder Rechenkapazitat als Anwendungen,
die dies nicht tun. Wenn Sie Ilhre EC2 Amazon-Instances fur |hre rechenintensive Arbeitslast
starten, wahlen Sie Instance-Typen aus, die Uber die Menge dieser Ressourcen verflgen, die lhre
Anwendung bendtigt. Die Leistungsmerkmale von Amazon FSx for Lustre-Dateisystemen hangen
nicht von der Verwendung von Amazon EBS-optimierten Instances ab.

« Empfohlenes Tuning von Client-Instances fur optimale Leistung
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1. FuUr Client-Instance-Typen mit einem Arbeitsspeicher von mehr als 64 GiB empfehlen wir die
folgende Optimierung:

sudo lctl set_param ldlm.namespaces.*.lru_max_age=600000
sudo lctl set_param ldlm.namespaces.*.lru_size=<100 * number_of_CPUs>

2. Fur Client-Instance-Typen mit mehr als 64 vCPU-Kernen empfehlen wir die folgende
Optimierung:

echo "options ptlrpc ptlrpcd_per_cpt_max=32" >> /etc/modprobe.d/modprobe.conf
echo "options ksocklnd credits=2560" >> /etc/modprobe.d/modprobe.conf

# reload all kernel modules to apply the above two settings
sudo reboot

Nach dem Mounten des Clients muss die folgende Optimierung vorgenommen werden:

sudo lctl set_param osc.*0ST*.max_rpcs_in_flight=32
sudo lctl set_param mdc.*.max_rpcs_in_flight=64
sudo lctl set_param mdc.*.max_mod_rpcs_in_flight=50

3. Um die Leistung fur die Verzeichnisauflistung (Is) zu optimieren, muss die folgende Optimierung
vorgenommen werden:

sudo lctl set_param llite.*.statahead_max=512
sudo lctl set_param llite.*.statahead_agl=1
if sudo lctl get_param llite.*.statahead_xattr > /dev/null 2>&1; then
sudo lctl set_param llite.*.statahead_xattr=1
else
echo "Warning: Xattr statahead is not supported on this Lustre client. Please
upgrade to the latest Lustre 2.15 client to apply this tuning"
fi

Beachten Sie, dass 1ctl set_param dies bekanntermalfien nach einem Neustart nicht bestehen
bleibt. Da diese Parameter vom Client aus nicht dauerhaft gesetzt werden kénnen, wird empfohlen,
einen Boot-Cron-Job zu implementieren, um die Konfiguration mit den empfohlenen Einstellungen

festzulegen.

» Workload-Balance OSTs — In einigen Fallen bestimmt lhre Arbeitslast nicht den Gesamtdurchsatz,
den lhr Dateisystem bereitstellen kann (200 MBps pro TiB Speicher). Falls ja, kbnnen
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Sie CloudWatch Metriken verwenden, um Fehler zu beheben, falls die Leistung durch ein
Ungleichgewicht in den I/O Mustern Ihrer Workloads beeintrachtigt wird. Um herauszufinden, ob
dies die Ursache ist, schauen Sie sich die CloudWatch Maximum-Metrik fir Amazon FSx for Lustre
an.

In einigen Fallen zeigt diese Statistik eine Auslastung bei oder Uber 240 MBps Durchsatz (die
Durchsatzkapazitat einer einzelnen Amazon FSx for Lustre-Festplatte mit 1,2 TiB). In solchen
Fallen ist Ihre Arbeitslast nicht gleichmafig auf lhre Festplatten verteilt. In diesem Fall kénnen
Sie den 1fs setstripe Befehl verwenden, um das Striping der Dateien zu &ndern, auf die Ihr
Workload am haufigsten zugreift. Um eine optimale Leistung zu erzielen, sollten Sie Dateien mit
hohen Durchsatzanforderungen Uber das OSTs gesamte Dateisystem verteilen.

Wenn lhre Dateien aus einem Datenrepository importiert werden, kbnnen Sie einen anderen
Ansatz wahlen, um Ihre Dateien mit hohem Durchsatz gleichmafig Gber Ihr OSTs Datenarchiv zu
verteilen. Zu diesem Zweck kénnen Sie den ImportedFileChunkSize Parameter andern, wenn
Sie Ihr nachstes Amazon FSx for Lustre-Dateisystem erstellen.

Nehmen wir zum Beispiel an, dass lhr Workload ein 7,0-TiB-Dateisystem (das aus 6 x 1,17 TiB
besteht OSTs) verwendet und einen hohen Durchsatz fir 2,4-GiB-Dateien erzielen muss. In
diesem Fall kobnnen Sie den ImportedFileChunkSize Wert auf festlegen, (2.4 GiB / 6
0STs) = 400 MiB sodass lhre Dateien gleichmaRig lber die Dateisysteme verteilt werden. OSTs

LustreClient fur Metadaten-lOPS — Wenn fur lhr Dateisystem eine Metadatenkonfiguration
angegeben ist, empfehlen wir Ihnen, einen Lustre 2.15-Client oder einen Lustre 2.12-Client mit
einer der folgenden Betriebssystemversionen zu installieren: Amazon Linux 2023; Amazon Linux
2; Red Hat/Rocky Linux 8.9, 8.10 oder 9.x; CentOS 8.9 oder 8.10; Ubuntu 22+ mit 6.2, 6.5 oder 6.8
Kernel; oder Ubuntu 20.

Uberlegungen zur Leistung von Intelligent-Tiering

Im Folgenden finden Sie einige wichtige Uberlegungen zur Leistung bei der Arbeit mit Dateisystemen,
die die Intelligent-Tiering-Speicherklasse verwenden:

Workloads, die Daten mit kleineren 1/0O GroéR3en lesen, erfordern aufgrund der héheren Latenz
der Intelligent-Tiering-Speicherstufen eine héhere Parallelitdt und verursachen héhere
Anforderungskosten, um den gleichen Durchsatz zu erzielen wie Workloads, die grof3e I/O
Datenmengen verwenden. Wir empfehlen, lhren SSD-Lesecache grol genug zu konfigurieren,
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um die hohere Parallelitat und den hoheren Durchsatz bei der Arbeit mit kleineren 1/O-GrofRen zu
unterstitzen.

» Die maximale Festplatten-lIOPS, die lhre Clients mit einem Intelligent-Tiering-Dateisystem
erreichen kdnnen, hangt von den spezifischen Zugriffsmustern Ihres Workloads ab und davon,
ob Sie einen SSD-Lesecache bereitgestellt haben. Bei Workloads mit wahlfreiem Zugriff
kénnen Clients in der Regel viel héhere IOPS erzielen, wenn die Daten im SSD-Lesecache
zwischengespeichert werden, als wenn sich die Daten nicht im Cache befinden.

 Die Intelligent-Tiering-Speicherklasse unterstiitzt Read-Ahead, um die Leistung bei sequentiellen
Leseanforderungen zu optimieren. Wir empfehlen, lhr Datenzugriffsmuster nach Mdglichkeit
sequentiell zu konfigurieren, um Daten vorab abzurufen und eine héhere Leistung zu erzielen.
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Zugreifen auf Dateisysteme

Mit Amazon FSx kénnen Sie Ihre rechenintensiven Workloads von lokalen Standorten in die Amazon
Web Services Cloud Ubertragen, indem Sie Daten tber oder VPN importieren. Direct Connect Sie
kénnen lokal auf Ihr FSx Amazon-Dateisystem zugreifen, Daten nach Bedarf in |hr Dateisystem
kopieren und rechenintensive Workloads auf In-Cloud-Instances ausfiihren.

Im folgenden Abschnitt erfahren Sie, wie Sie auf einer Linux-Instance auf Ihr Amazon FSx for
Lustre-Dateisystem zugreifen. Dazu erfahren Sie, wie Sie mit der Dateif stab |hr Dateisystem nach
Systemneustarts automatisch erneut mounten.

Bevor Sie ein Dateisystem mounten kénnen, missen Sie lhre zugehérigen AWS -Ressourcen
erstellen, konfigurieren und starten. Detaillierte Anweisungen finden Sie unter Erste Schritte mit

Amazon FSx for Lustre. Als Nachstes kdnnen Sie den Lustre Client auf Ihrer Compute-Instance

installieren und konfigurieren.

Themen

* LustreDateisystem- und Client-Kernel-Kompatibilitat

* Den Client installieren Lustre

* Mounten von einer Amazon Elastic Compute Cloud-Instanz

» Konfiguration von EFA-Clients

* Montage uber Amazon Elastic Container Service

* Mounten von FSx Amazon-Dateisystemen vor Ort oder Uber eine Peering-Amazon-VPC

* Automatisches Mounten lhres FSx Amazon-Dateisystems

¢« Mounten bestimmter Dateisatze

* Aufheben des Mountings von Dateisystemen

* Arbeiten mit Amazon EC2 Spot-Instances

LustreDateisystem- und Client-Kernel-Kompatibilitat

Wir empfehlen dringend, die Lustre Version fir Ihr FSx for Lustre-Dateisystem zu verwenden, die mit
den Linux-Kernelversionen lhrer Client-Instances kompatibel ist.
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Amazon Linux-Kunden

Betriebss
ystem

Amazon
Linux
2023

Amazon
Linux 2

Betriebss Minimale

ystemvers Kernelver

ion

6,12

6.1

5,10

54

4,14

sion

6.1.79-99
,167

5.10.144-
127,601

5,4.214-1
20,368

4,14.294-
220,533

Maximale

Lustre-

Kernelver

sion

6,179-99,
167+

5.10.144-
127,601+

<5.10.144
-127,601

5,4.214-1
20,368+

<5,4,214-
120,368

4,14.294-
220,533+

<4,14,294
-220,533

ientversi

on

2.15

2.15

2.12

(2.10)

212

(2.10)

212

(2.10)

Lustre-Dateisystemversion

2.10

Nein

Nein

Ja

Ja

Ja

2,12

Ja

Ja

Ja

Ja

Ja

Ja

Ja

Ja

2,15

Ja

Ja

Ja

Nein

Ja

Nein

Ja

Nein
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Ubuntu-Clients

Betriebss
ystem

Ubuntu

Betriebss Minimale
ystemvers Kernelver

ion

22

20

sion

6,14.0-10
12

6,8,0-102
4

6,8,0-101
7

6,5,0-102
3

6.2.0-101
7

5.15.0-10
15-aws

5.15.0-10
15-aws

5.4.0-101
1-aws

Maximale
Kernelver
sion

6,14,0*

6,8,0*

6,8,0*

6,5,0*

6.2,0*

5.15.0-10

51-aws

5,15,0*

5.13.0-10
31-aws

Lustre-
Cl
ientversi
on

2.15

2.15

2.15

2.15

2.15

212

212

(2.10)

Lustre-Dateisystemversion

2.10

Nein

Nein

Nein

Nein

Nein

Ja

Ja

Ja

2,12

Ja

Ja

Ja

Ja

Ja

Ja

Ja

Ja

2,15

Ja

Ja

Ja

Ja

Ja

Ja

Ja

Nein
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RHEL/CentOS/RockyLinux-Kunden

Betriebs:
Betriebs: !

ystemvel
ystem ,

ion
RHEL/ 9.7
Rocky
Linux

9,6

9,5

94

9,3

9.0
RHEL/ 8.10
Cent
oS/
RockyL
inux

8,9

8,8

Architekt
ur

Arm +
x86

Arm +
x86

Arm +
x86

Arm +
x86

Arm +
x86

Arm +
x86

Arm +
x86

Arm +
x86

Arm +
x86

Minimale
Kernelve
sion

5,14,0-6
1,5,1

5,14,0-5
0,121

5,14,0-5(
3,191

5,14,0-4:
7,131

5,14,0-3¢
2,18,1

5,14,0-7(
13,1

4,18,0-5¢
3

4,18,0-5
3*

4,18,0-4’
7*

Lustre-

Maximals
Kernelve
sion

ientversi

on

5,14,0-6° 2.15
1*

5,14,0-5° 2.15

0*

5,14,0-5( 2.15
3*

5,14,0-4: 2.15
7*

5,14,0-3t 2.15
2,18,1

5,14,0-7( 2.15
,30,1

4,18,0-5¢ 2.12
3*

4,18,0-5° 2.12
3*

4,18,0-47 2.12
7*

Lustre-Dateisystemversion

2.10

Nein

Nein

Nein

Nein

Nein

Nein

Ja

Ja

Ja

2,12

Ja

Ja

Ja

Ja

Ja

Ja

Ja

Ja

Ja

2,15

Ja

Ja

Ja

Ja

Ja

Ja

Ja

Ja

Ja
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) Betriebs:
Betriebs:
ystemvel
ystem :
ion
8,7
8,6
8,5

8,4

RHEL/ 8,3

Cent

oS
8,2
7.9
7.8
7.7

CentOS 7,9

7.8

Architekt
ur

Arm +
x86

Arm +
x86

Arm +
x86

Arm +
x86

Arm +

x86

Arm +

x86

86 x

86 x

86 x

Arm

Arm

Minimale
Kernelve
sion

4,18,0-4.
5*

4,18,0-3°
2%
4,18,0-3¢
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Den Client installieren Lustre

Um Ihr Amazon FSx for Lustre-Dateisystem von einer Linux-Instance aus zu mounten, installieren
Sie zunachst den Open-Source-ClientLustre. Verwenden Sie dann, abhangig von lhrer
Betriebssystemversion, eines der folgenden Verfahren. Informationen zur Kernel-Unterstiitzung
finden Sie unterLustreDateisystem- und Client-Kernel-Kompatibilitat.

Wenn auf lhrer Recheninstanz nicht der in den Installationsanweisungen angegebene Linux-Kernel
ausgefuhrt wird und Sie den Kernel nicht andern kénnen, kdnnen Sie Ihren eigenen Lustre Client
erstellen. Weitere Informationen finden Sie im Lustre Wiki unter Kompilieren Lustre.

Amazon Linux

So installieren Sie den Lustre Client auf Amazon Linux 2023

1. Offnen Sie ein Terminal auf lhrem Client.

2. Ermitteln Sie, welcher Kernel derzeit auf Ihrer Compute-Instance lauft, indem Sie den folgenden
Befehl ausfuhren.

uname -I

3. Uberpriifen Sie die Systemantwort und vergleichen Sie sie mit den folgenden Kernel-
Mindestanforderungen fur die Installation des Lustre Clients auf Amazon Linux 2023:

* 6.12 Kernel-Mindestanforderung — 6.12*
* 6.1 Kernel-Mindestanforderung — 6.1.79-99.167.amzn2023

Wenn lhre EC2 Instance die Kernel-Mindestanforderungen erfiillt, fahren Sie mit dem Schritt fort
und installieren Sie den Client. Lustre

Wenn der Befehl ein Ergebnis zurlickgibt, das unter den Kernel-Mindestanforderungen liegt,
aktualisieren Sie den Kernel und starten Sie Ihre EC2 Amazon-Instance neu, indem Sie den
folgenden Befehl ausflihren.

sudo dnf -y update kernel && sudo reboot

Bestatigen Sie mit dem uname -r Befehl, dass der Kernel aktualisiert wurde.

4. Laden Sie den Lustre Client mit dem folgenden Befehl herunter und installieren Sie ihn.
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sudo dnf install -y lustre-client

So installieren Sie den Lustre Client auf Amazon Linux 2

1. Offnen Sie ein Terminal auf Inrem Client.

2. Ermitteln Sie, welcher Kernel derzeit auf Ihrer Compute-Instance lauft, indem Sie den folgenden
Befehl ausfuhren.

uname -I

3. Uberpriifen Sie die Systemantwort und vergleichen Sie sie mit den folgenden Kernel-
Mindestanforderungen fur die Installation des Lustre Clients auf Amazon Linux 2:

+ 5.10-Kernel-Mindestanforderung — 5.10.144-127.601.amzn2
* 5.4 Kernel-Mindestanforderung — 5.4.214-120.368.amzn2
* 4.14 Kernel-Mindestvoraussetzung — 4.14.294-220.533.amzn2

Wenn lhre EC2 Instance die Kernel-Mindestanforderungen erfiillt, fahren Sie mit dem Schritt fort
und installieren Sie den Client. Lustre

Wenn der Befehl ein Ergebnis zurlickgibt, das unter den Kernel-Mindestanforderungen liegt,
aktualisieren Sie den Kernel und starten Sie Ihre EC2 Amazon-Instance neu, indem Sie den
folgenden Befehl ausfihren.

sudo yum -y update kernel && sudo reboot

Bestatigen Sie mit dem uname -r Befehl, dass der Kernel aktualisiert wurde.

4. Laden Sie den Lustre Client mit dem folgenden Befehl herunter und installieren Sie ihn.

sudo amazon-linux-extras install -y lustre

Wenn Sie den Kernel nicht auf die Kernel-Mindestanforderungen aktualisieren kdnnen, kénnen
Sie den Legacy-2.10-Client mit dem folgenden Befehl installieren.

sudo amazon-linux-extras install -y lustre2.10
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Um den Lustre Client auf Amazon Linux zu installieren

1. Offnen Sie ein Terminal auf Inrem Client.

2. Ermitteln Sie, welcher Kernel derzeit auf Ihrer Compute-Instance lauft, indem Sie den folgenden
Befehl ausflihren. Der Lustre Client benétigt einen Amazon Linux-Kernel 4.14, version 104
oder hdher.

uname -I
3. Fuhren Sie eine der folgenden Aktionen aus:

* Wenn der Befehl 4.14.104-78.84.amznl.x86_64 oder eine hdhere Version von 4.14
zurtickgegeben wird, laden Sie den Lustre Client mit dem folgenden Befehl herunter und
installieren Sie ihn.

sudo yum install -y lustre-client

* Wenn der Befehl weniger als zurlickgibt4 . 14.104-78.84.amznl. x86_64, aktualisieren Sie
den Kernel und starten Sie lhre EC2 Amazon-Instance neu, indem Sie den folgenden Befehl
ausfuhren.

sudo yum -y update kernel && sudo reboot

Bestatigen Sie mit dem uname -r Befehl, dass der Kernel aktualisiert wurde. Laden Sie dann
den Lustre Client herunter und installieren Sie ihn wie zuvor beschrieben.

CentOS, Rocky Linux und Red Hat

Um den Lustre Client auf Red Hat und Rocky Linux 9.0 oder 9.3—9.7 zu installieren

Sie kdnnen Lustre Client-Pakete, die mit Red Hat Enterprise Linux (RHEL) und Rocky Linux
kompatibel sind, aus dem Yum-Paket-Repository des FSx Lustre Amazon-Clients installieren
und aktualisieren. Diese Pakete sind signiert, um sicherzustellen, dass sie vor oder wahrend
des Downloads nicht manipuliert wurden. Die Repository-Installation schlagt fehl, wenn Sie den
entsprechenden o6ffentlichen Schlussel nicht auf Ihrem System installieren.

So fugen Sie das Yum-Paket-Repository des FSx Lustre Amazon-Clients hinzu

1. Offnen Sie ein Terminal auf Ihnrem Client.
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2. Installieren Sie den 6ffentlichen Amazon FSx RPM-Schlissel mit dem folgenden Befehl.

curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc

3. Importieren Sie den Schllssel mithilfe des folgenden Befehls.

sudo rpm --import /tmp/fsx-rpm-public-key.asc

4. Fugen Sie das Repository hinzu und aktualisieren Sie den Paketmanager mit dem folgenden
Befehl.

sudo curl https://fsx-lustre-client-repo.s3.amazonaws.com/el/9/fsx-lustre-
client.repo -o /etc/yum.repos.d/aws-fsx.repo

So konfigurieren Sie das Yum-Repository FSx Lustre des Amazon-Clients

Das Yum-Paket-Repository des FSx Lustre Amazon-Clients ist standardmaRig so konfiguriert, dass
der Lustre Client installiert wird, der mit der Kernel-Version kompatibel ist, die urspriinglich mit der
neuesten unterstitzten Version von Rocky Linux und RHEL 9 ausgeliefert wurde. Um einen Lustre
Client zu installieren, der mit der von Ihnen verwendeten Kernel-Version kompatibel ist, kdnnen Sie
die Repository-Konfigurationsdatei bearbeiten.

In diesem Abschnitt wird beschrieben, wie Sie feststellen kénnen, welchen Kernel Sie verwenden, ob
Sie die Repository-Konfiguration bearbeiten missen und wie Sie die Konfigurationsdatei bearbeiten.

1. Ermitteln Sie mithilfe des folgenden Befehls, welcher Kernel derzeit auf Ihrer Compute-Instance
l&uft.

uname -r
2. Fuhren Sie eine der folgenden Aktionen aus:
* Wenn der Befehl zurlickkehrt5.14.0-611*, miussen Sie die Repository-Konfiguration nicht

andern. Fahren Sie mit dem Verfahren So installieren Sie den Lustre Client fort.

* Wenn der Befehl zurlickkehrt5.14.0-570*, missen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fir die Versionen Rocky Linux und RHEL 9.6
verweist.
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* Wenn der Befehl zurlickkehrt5.14.0-503*, mussen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fur die Versionen Rocky Linux und RHEL 9.5
verweist.

» Wenn der Befehl zurlickkehrt5.14.0-427*, missen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fir die Versionen Rocky Linux und RHEL 9.4
verweist.

* Wenn der Befehl zurlickkehrt5.14.0-362.18.1, mussen Sie die Repository-Konfiguration
so bearbeiten, dass sie auf den Lustre Client fir die Versionen Rocky Linux und RHEL 9.3
verweist.

* Wenn der Befehl zurlickkehrt5.14.0-70*, mussen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fur die Versionen Rocky Linux und RHEL 9.0
verweist.

3. Bearbeiten Sie die Repository-Konfigurationsdatei mit dem folgenden Befehl so, dass sie auf
eine bestimmte Version von RHEL verweist. specific_RHEL_versionErsetzen Sie es durch
die RHEL-Version, die Sie verwenden mussen.

sudo sed -i 's#9#specific_RHEL_version#' /etc/yum.repos.d/aws-fsx.repo

Um beispielsweise auf Version 9.6 zu verweisen, specific_RHEL_version ersetzen 9.6 Sie
den Befehl durch, wie im folgenden Beispiel.

sudo sed -i 's#9#9.6#' /etc/yum.repos.d/aws-fsx.repo

4. Verwenden Sie den folgenden Befehl, um den Yum-Cache zu I6schen.

sudo yum clean all

So installieren Sie den Lustre-Client

* Installieren Sie die Pakete aus dem Repository mit dem folgenden Befehl.

sudo yum install -y kmod-lustre-client lustre-client
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Zusatzliche Informationen (Rocky Linux und Red Hat 9.0 und neuer)

Mit den obigen Befehlen werden die beiden Pakete installiert, die fir das Mounten und die Interaktion
mit lhrem FSx Amazon-Dateisystem erforderlich sind. Das Repository enthalt zusatzliche Lustre
Pakete, z. B. ein Paket mit dem Quellcode und Pakete mit Tests, die Sie optional installieren kbnnen.
Verwenden Sie den folgenden Befehl, um alle verfigbaren Pakete im Repository aufzulisten.

yum --disablerepo="*" --enablerepo="aws-fsx" list available

Verwenden Sie den folgenden Befehl, um das Quell-RPM herunterzuladen, das einen Tarball mit
dem Upstream-Quellcode und den Patches enthalt, die wir installiert haben.

sudo yumdownloader --source kmod-lustre-client

Wenn Sie yum update ausfuhren, wird eine neuere Version des Moduls installiert, sofern verfligbar,
und die bestehende Version wird ersetzt. Um zu verhindern, dass die aktuell installierte Version beim
Update entfernt wird, figen Sie |hrer /etc/yum. conf Datei eine Zeile wie die folgende hinzu.

installonlypkgs=kernel, kernel-PAE, installonlypkg(kernel), installonlypkg(kernel-
module),
installonlypkg(vm), multiversion(kernel), kmod-lustre-client

Diese Liste enthalt die in der yum. conf Manpage angegebenen Standardpakete, die nur fir die
Installation bestimmt sind, und das kmod-lustre-client Paket.

Um den Lustre Client auf CentOS und Red Hat 8.2—8.10 oder auf Rocky Linux 8.4—8.10 zu
installieren

Sie kénnen Lustre Client-Pakete, die mit Red Hat Enterprise Linux (RHEL), Rocky Linux und CentOS
kompatibel sind, aus dem Yum-Paket-Repository des FSx Lustre Amazon-Clients installieren

und aktualisieren. Diese Pakete sind signiert, um sicherzustellen, dass sie vor oder wahrend

des Downloads nicht manipuliert wurden. Die Repository-Installation schlagt fehl, wenn Sie den
entsprechenden &ffentlichen Schllssel nicht auf lhrem System installieren.

So fligen Sie das Yum-Paket-Repository des FSx Lustre Amazon-Clients hinzu

1. Offnen Sie ein Terminal auf Inrem Client.

2. Installieren Sie den 6ffentlichen Amazon FSx RPM-Schlissel mit dem folgenden Befehl.
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curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc

3. Importieren Sie den Schllssel mithilfe des folgenden Befehls.

sudo rpm --import /tmp/fsx-rpm-public-key.asc

4. Fugen Sie das Repository hinzu und aktualisieren Sie den Paketmanager mit dem folgenden
Befehl.

sudo curl https://fsx-lustre-client-repo.s3.amazonaws.com/el/8/fsx-lustre-
client.repo -o /etc/yum.repos.d/aws-fsx.repo

So konfigurieren Sie das Yum-Repository FSx Lustre des Amazon-Clients

Das Yum-Paket-Repository des FSx Lustre Amazon-Clients ist standardmaRig so konfiguriert, dass
es den Lustre Client installiert, der mit der Kernel-Version kompatibel ist, die ursprtinglich mit der
neuesten unterstitzten CentOS-, Rocky Linux- und RHEL 8-Version ausgeliefert wurde. Um einen
Lustre Client zu installieren, der mit der von Ihnen verwendeten Kernel-Version kompatibel ist,
kénnen Sie die Repository-Konfigurationsdatei bearbeiten.

In diesem Abschnitt wird beschrieben, wie Sie feststellen kénnen, welchen Kernel Sie verwenden, ob
Sie die Repository-Konfiguration bearbeiten missen und wie Sie die Konfigurationsdatei bearbeiten.

1. Ermitteln Sie mithilfe des folgenden Befehls, welcher Kernel derzeit auf Ihrer Compute-Instance
l&uft.

uname -r
2. Fuhren Sie eine der folgenden Aktionen aus:
* Wenn der Befehl zurlickkehrt4.18.0-553*, miussen Sie die Repository-Konfiguration nicht

andern. Fahren Sie mit dem Verfahren So installieren Sie den Lustre Client fort.

* Wenn der Befehl zurlickkehrt4.18.0-513*, missen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fur die CentOS-, Rocky Linux- und RHEL 8.9-
Versionen verweist.
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* Wenn der Befehl zurlickkehrt4 .18 .0-477%*, mussen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fur die Versionen CentOS, Rocky Linux und RHEL
8.8 verweist.

* Wenn der Befehl zurlickkehrt4 .18 .0-425*, mussen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fir die Versionen CentOS, Rocky Linux und RHEL
8.7 verweist.

* Wenn der Befehl zurlickkehrt4 .18 .0-372*, mussen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fir die Versionen CentOS, Rocky Linux und RHEL
8.6 verweist.

* Wenn der Befehl zurlickkehrt4 .18 .0-348*, mussen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fur die CentOS-, Rocky Linux- und RHEL 8.5-
Version verweist.

* Wenn der Befehl zurlickkehrt4.18.0-305*, missen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fir die Versionen CentOS, Rocky Linux und RHEL
8.4 verweist.

* Wenn der Befehl zurlickkehrt4 .18 .0-240*, mussen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fur die CentOS- und RHEL 8.3-Version verweist.

* Wenn der Befehl zurlickkehrt4.18.0-193*, missen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fur die CentOS- und RHEL 8.2-Version verweist.

3. Bearbeiten Sie die Repository-Konfigurationsdatei mit dem folgenden Befehl so, dass sie auf
eine bestimmte Version von RHEL verweist.

sudo sed -i 's#8#specific_RHEL_version#' /etc/yum.repos.d/aws-fsx.repo

Wenn Sie beispielsweise auf Version 8.9 verweisen mdchten, specific_RHEL_version
ersetzen Sie 8.9 den Befehl durch.

sudo sed -i 's#8#8.9#' /etc/yum.repos.d/aws-fsx.repo

4. Verwenden Sie den folgenden Befehl, um den Yum-Cache zu I6schen.

sudo yum clean all
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So installieren Sie den Lustre-Client

* Installieren Sie die Pakete aus dem Repository mit dem folgenden Befehl.

sudo yum install -y kmod-lustre-client lustre-client

Zusatzliche Informationen (CentOS, Rocky Linux und Red Hat 8.2 und neuer)

Mit den obigen Befehlen werden die beiden Pakete installiert, die fir das Mounten und die Interaktion
mit Ihrem FSx Amazon-Dateisystem erforderlich sind. Das Repository enthalt zusatzliche Lustre
Pakete, z. B. ein Paket mit dem Quellcode und Pakete mit Tests, die Sie optional installieren kénnen.
Verwenden Sie den folgenden Befehl, um alle verfigbaren Pakete im Repository aufzulisten.

yum --disablerepo="*" --enablerepo="aws-fsx" list available

Verwenden Sie den folgenden Befehl, um das Quell-RPM herunterzuladen, das einen Tarball mit
dem Upstream-Quellcode und den Patches enthalt, die wir installiert haben.

sudo yumdownloader --source kmod-lustre-client

Wenn Sie yum update ausfuhren, wird eine neuere Version des Moduls installiert, sofern verfligbar,
und die bestehende Version wird ersetzt. Um zu verhindern, dass die aktuell installierte Version beim
Update entfernt wird, figen Sie |hrer /etc/yum. conf Datei eine Zeile wie die folgende hinzu.

installonlypkgs=kernel, kernel-PAE, installonlypkg(kernel), installonlypkg(kernel-
module),
installonlypkg(vm), multiversion(kernel), kmod-lustre-client

Diese Liste enthalt die in der yum. conf Manpage angegebenen Standardpakete, die nur fir die
Installation bestimmt sind, und das kmod-lustre-client Paket.

Um den Lustre Client auf CentOS und Red Hat 7.7, 7.8 oder 7.9 (x86_64-Instanzen) zu installieren

Sie kénnen Lustre Client-Pakete, die mit Red Hat Enterprise Linux (RHEL) und CentOS kompatibel
sind, aus dem Yum-Paket-Repository des FSx Lustre Amazon-Clients installieren und aktualisieren.
Diese Pakete sind signiert, um sicherzustellen, dass sie vor oder wahrend des Downloads nicht
manipuliert wurden. Die Repository-Installation schlagt fehl, wenn Sie den entsprechenden
offentlichen Schllissel nicht auf Inrem System installieren.
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So fligen Sie das Yum-Paket-Repository des FSx Lustre Amazon-Clients hinzu
1. Offnen Sie ein Terminal auf Inrem Client.

2. Installieren Sie den 6ffentlichen Amazon FSx RPM-Schlissel mit dem folgenden Befehl.

curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc

3. Importieren Sie den Schlissel mit dem folgenden Befehl.

sudo rpm --import /tmp/fsx-rpm-public-key.asc

4. Fugen Sie das Repository hinzu und aktualisieren Sie den Paketmanager mit dem folgenden
Befehl.

sudo curl https://fsx-lustre-client-repo.s3.amazonaws.com/el/7/fsx-lustre-
client.repo -o /etc/yum.repos.d/aws-fsx.repo

So konfigurieren Sie das Yum-Repository FSx Lustre des Amazon-Clients

Das Yum-Paket-Repository des FSx Lustre Amazon-Clients ist standardmaRig so konfiguriert, dass
es den Lustre Client installiert, der mit der Kernel-Version kompatibel ist, die ursprtinglich mit der
neuesten unterstitzten CentOS- und RHEL 7-Version ausgeliefert wurde. Um einen Lustre Client
zu installieren, der mit der von Ihnen verwendeten Kernel-Version kompatibel ist, kdnnen Sie die
Repository-Konfigurationsdatei bearbeiten.

In diesem Abschnitt wird beschrieben, wie Sie feststellen kénnen, welchen Kernel Sie verwenden, ob
Sie die Repository-Konfiguration bearbeiten missen und wie Sie die Konfigurationsdatei bearbeiten.

1. Ermitteln Sie mithilfe des folgenden Befehls, welcher Kernel derzeit auf Ihrer Compute-Instance
l&uft.

uname -Ir

2. Fuhren Sie eine der folgenden Aktionen aus:

* Wenn der Befehl zurlickkehrt3.10.0-1160*, missen Sie die Repository-Konfiguration nicht
andern. Fahren Sie mit dem Verfahren So installieren Sie den Lustre Client fort.
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* Wenn der Befehl zurlickkehrt3.10.0-1127*, missen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fur die CentOS- und RHEL 7.8-Version verweist.

» Wenn der Befehl zurlickkehrt3.10.0-1062*, missen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fir die CentOS- und RHEL 7.7-Version verweist.

3. Bearbeiten Sie die Repository-Konfigurationsdatei mit dem folgenden Befehl so, dass sie auf
eine bestimmte Version von RHEL verweist.

sudo sed -i 's#7#specific_RHEL_version#' /etc/yum.repos.d/aws-fsx.repo

Um auf Version 7.8 zu verweisen, specific_RHEL_version ersetzen Sie es 7.8 im Befehl
durch.

sudo sed -i 's#7#7.8#' /etc/yum.repos.d/aws-fsx.repo

Um auf Version 7.7 zu verweisen, specific_RHEL_version ersetzen Sie es 7.7 im Befehl
durch.

sudo sed -i 's#7#7.7#' /etc/yum.repos.d/aws-fsx.repo

4. Verwenden Sie den folgenden Befehl, um den Yum-Cache zu Iéschen.

sudo yum clean all

So installieren Sie den Lustre-Client

* Installieren Sie die Lustre Client-Pakete mit dem folgenden Befehl aus dem Repository.

sudo yum install -y kmod-lustre-client lustre-client

Zusatzliche Informationen (CentOS und Red Hat 7.7 und neuer)

Mit den obigen Befehlen werden die beiden Pakete installiert, die fir das Mounten und die Interaktion
mit lhrem FSx Amazon-Dateisystem erforderlich sind. Das Repository enthalt zusatzliche Lustre
Pakete, z. B. ein Paket mit dem Quellcode und Pakete mit Tests, die Sie optional installieren kbnnen.
Verwenden Sie den folgenden Befehl, um alle verfigbaren Pakete im Repository aufzulisten.
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yum --disablerepo="*" --enablerepo="aws-fsx" list available

Verwenden Sie den folgenden Befehl, um das Quell-RPM herunterzuladen, das einen Tarball mit
dem Upstream-Quellcode und den Patches enthalt, die wir installiert haben.

sudo yumdownloader --source kmod-lustre-client

Wenn Sie yum update ausfihren, wird eine neuere Version des Moduls installiert, sofern verfligbar,
und die bestehende Version wird ersetzt. Um zu verhindern, dass die aktuell installierte Version beim
Update entfernt wird, fligen Sie lhrer /etc/yum. conf Datei eine Zeile wie die folgende hinzu.

installonlypkgs=kernel, kernel-big-mem, kernel-enterprise, kernel-smp,

kernel-debug, kernel-unsupported, kernel-source, kernel-devel, kernel-
PAE,

kernel-PAE-debug, kmod-lustre-client

Diese Liste enthalt die in der yum. conf Manpage angegebenen Standardpakete, die nur fir die
Installation bestimmt sind, und das kmod-lustre-client Paket.

So installieren Sie den Lustre Client auf CentOS 7.8 oder 7.9 (ARM-basierte AWS Graviton-
Instanzen)

Sie kénnen Lustre Client-Pakete aus dem Yum-Paket-Repository des FSx Lustre Amazon-Clients
installieren und aktualisieren, die mit CentOS 7 fur AWS ARM-basierte Graviton-basierte Instances
kompatibel sind. EC2 Diese Pakete sind signiert, um sicherzustellen, dass sie vor oder wahrend
des Herunterladens nicht manipuliert wurden. Die Repository-Installation schlagt fehl, wenn Sie den
entsprechenden &ffentlichen Schlissel nicht auf lhrem System installieren.

So figen Sie das Yum-Paket-Repository des FSx Lustre Amazon-Clients hinzu

1.  Offnen Sie ein Terminal auf Ihrem Client.

2. Installieren Sie den 6ffentlichen Amazon FSx RPM-Schlissel mit dem folgenden Befehl.

curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc

curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.cn/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc
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3. Importieren Sie den Schlissel mit dem folgenden Befehl.

sudo rpm --import /tmp/fsx-rpm-public-key.asc

4. Fugen Sie das Repository hinzu und aktualisieren Sie den Paketmanager mit dem folgenden
Befehl.

sudo curl https://fsx-lustre-client-repo.s3.amazonaws.com/centos/7/fsx-lustre-
client.repo -o /etc/yum.repos.d/aws-fsx.repo

So konfigurieren Sie das Yum-Repository FSx Lustre des Amazon-Clients

Das Yum-Paket-Repository des FSx Lustre Amazon-Clients ist standardmaRig so konfiguriert, dass
es den Lustre Client installiert, der mit der Kernel-Version kompatibel ist, die ursprtinglich mit der
neuesten unterstitzten CentOS 7-Version ausgeliefert wurde. Um einen Lustre Client zu installieren,
der mit der von lhnen verwendeten Kernel-Version kompatibel ist, kbnnen Sie die Repository-
Konfigurationsdatei bearbeiten.

In diesem Abschnitt wird beschrieben, wie Sie feststellen konnen, welchen Kernel Sie verwenden, ob
Sie die Repository-Konfiguration bearbeiten missen und wie Sie die Konfigurationsdatei bearbeiten.

1. Ermitteln Sie mithilfe des folgenden Befehls, welcher Kernel derzeit auf Ihrer Compute-Instance
lauft.

uname -Ir
2. Fuhren Sie eine der folgenden Aktionen aus:

* Wenn der Befehl zurlickkehrt4 .18 .0-193*, missen Sie die Repository-Konfiguration nicht
andern. Fahren Sie mit dem Verfahren So installieren Sie den Lustre Client fort.

* Wenn der Befehl zurlickkehrt4 .18 .0-147%*, mussen Sie die Repository-Konfiguration so
bearbeiten, dass sie auf den Lustre Client fur die CentOS 7.8-Version verweist.

3. Bearbeiten Sie die Repository-Konfigurationsdatei mit dem folgenden Befehl so, dass sie auf die
CentOS 7.8-Version verweist.

sudo sed -i 's#7#7.8#' /etc/yum.repos.d/aws-fsx.repo

4. Verwenden Sie den folgenden Befehl, um den Yum-Cache zu I6schen.
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sudo yum clean all

So installieren Sie den Lustre-Client

* Installieren Sie die Pakete aus dem Repository mit dem folgenden Befehl.

sudo yum install -y kmod-lustre-client lustre-client

Zusatzliche Informationen (CentOS 7.8 oder 7.9 fur ARM-basierte Graviton-basierte Instances AWS )
EC2

Mit den obigen Befehlen werden die beiden Pakete installiert, die fir das Mounten und die Interaktion
mit lhrem FSx Amazon-Dateisystem erforderlich sind. Das Repository enthalt zusatzliche Lustre
Pakete, z. B. ein Paket mit dem Quellcode und Pakete mit Tests, die Sie optional installieren kbnnen.
Verwenden Sie den folgenden Befehl, um alle verfigbaren Pakete im Repository aufzulisten.

yum --disablerepo="*" --enablerepo="aws-fsx" list available

Verwenden Sie den folgenden Befehl, um das Quell-RPM herunterzuladen, das einen Tarball mit
dem Upstream-Quellcode und den Patches enthalt, die wir installiert haben.

sudo yumdownloader --source kmod-lustre-client

Wenn Sie yum update ausfiihren, wird eine neuere Version des Moduls installiert, sofern verflgbar,
und die bestehende Version wird ersetzt. Um zu verhindern, dass die aktuell installierte Version beim
Update entfernt wird, fligen Sie lhrer /etc/yum. conf Datei eine Zeile wie die folgende hinzu.

installonlypkgs=kernel, kernel-big-mem, kernel-enterprise, kernel-smp,

kernel-debug, kernel-unsupported, kernel-source, kernel-devel, kernel-
PAE,

kernel-PAE-debug, kmod-lustre-client

Diese Liste enthalt die in der yum. conf Manpage angegebenen Standardpakete, die nur fir die
Installation bestimmt sind, und das kmod-1lustre-client Paket.
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Ubuntu

Um den Lustre Client auf Ubuntu 18.04, 20.04, 22.04 oder 24.04 zu installieren

Sie kénnen Lustre Pakete aus dem Amazon FSx Ubuntu-Repository abrufen. Um zu Gberprifen, ob
der Inhalt des Repositorys vor oder wahrend des Herunterladens nicht manipuliert wurde, wird eine
GNU Privacy Guard (GPG) -Signatur auf die Metadaten des Repositorys angewendet. Die Installation
des Repositorys schlagt fehl, es sei denn, Sie haben den richtigen 6ffentlichen GPG-Schlussel auf
Ihrem System installiert.

1. Offnen Sie ein Terminal auf Inrem Client.

2. Gehen Sie wie folgt vor, um das Amazon FSx Ubuntu-Repository hinzuzufligen:

a. Wenn Sie noch kein Amazon FSx Ubuntu-Repository auf Ihrer Client-Instance registriert
haben, laden Sie den erforderlichen 6ffentlichen Schllissel herunter und installieren Sie ihn.
Verwenden Sie den folgenden -Befehl.

wget -0 - https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-
ubuntu-public-key.asc | gpg --dearmor | sudo tee /usr/share/keyrings/fsx-
ubuntu-public-key.gpg >/dev/null

b. Fugen Sie das FSx Amazon-Paket-Repository mit dem folgenden Befehl zu lhrem lokalen
Paketmanager hinzu.

sudo bash -c 'echo "deb [signed-by=/usr/share/keyrings/fsx-ubuntu-public-
key.gpg] https://fsx-lustre-client-repo.s3.amazonaws.com/ubuntu $(1lsb_release -
cs) main" > /Jetc/apt/sources.list.d/fsxlustreclientrepo.list && apt-get update’

3. Ermitteln Sie, welcher Kernel derzeit auf lhrer Client-Instance lauft, und aktualisieren Sie ihn bei
Bedarf. Eine Liste der erforderlichen Kernel fir den Lustre Client auf Ubuntu sowohl fir x86-
basierte EC2 Instances als auch fir ARM-basierte EC2 Instances, die mit Graviton-Prozessoren
betrieben werden, finden Sie unter. AWS Ubuntu-Clients

a. Fuhren Sie den folgenden Befehl aus, um festzustellen, welcher Kernel Iauft.

uname -I

b. Fuhren Sie den folgenden Befehl aus, um auf den neuesten Ubuntu-Kernel und die neueste
Lustre Version zu aktualisieren und dann den Computer neu zu starten.
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sudo apt install -y linux-aws lustre-client-modules-aws && sudo reboot

Wenn lhre Kernelversion hoher ist als die Kernel-Mindestversion sowohl flr x86-basierte
EC2 Instances als auch fur Graviton-basierte EC2 Instances und Sie nicht auf die neueste
Kernel-Version aktualisieren mochten, kdnnen Sie mit dem folgenden Befehl Lustre fur den
aktuellen Kernel installieren.

sudo apt install -y lustre-client-modules-$(uname -r1)

Die beiden Lustre Pakete, die fur das Mounten und die Interaktion mit Ihnrem FSx for Lustre-
Dateisystem erforderlich sind, sind installiert. Sie kdnnen optional zusatzliche zugehorige
Pakete installieren, z. B. ein Paket, das den Quellcode enthalt, und Pakete mit Tests, die im
Repository enthalten sind.

c. Listet alle verfigbaren Pakete im Repository auf, indem Sie den folgenden Befehl
verwenden.

sudo apt-cache search ~lustre

d. (Optional) Wenn Sie mdchten, dass lhr System-Upgrade immer auch Lustre Client-Module
aktualisiert, stellen Sie sicher, dass das lustre-client-modules-aws Paket mit dem
folgenden Befehl installiert ist.

sudo apt install -y lustre-client-modules-aws

(® Note

Wenn Sie eine Module Not Found Fehlermeldung erhalten, finden Sie weitere
Informationen unterinformationen zur Behebung fehlender Modulfehler.

Informationen zur Behebung fehlender Modulfehler

Wenn bei der Installation auf einer beliebigen Version von Ubuntu ein Module Not Found Fehler
auftritt, gehen Sie wie folgt vor:
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Flhren Sie ein Downgrade lhres Kernels auf die neueste unterstlitzte Version durch. Listet alle
verfligbaren Versionen des lustre-client-modules Pakets auf und installiert den entsprechenden
Kernel. Verwenden Sie dazu den folgenden Befehl.

sudo apt-cache search lustre-client-modules

Wenn die neueste Version, die im Repository enthalten ist, beispielsweise lautetlustre-client-
modules-5.4.0-1011-aws, gehen Sie wie folgt vor:

1. Installieren Sie den Kernel, flr den dieses Paket gebaut wurde, mit den folgenden Befehlen.

sudo apt-get install -y linux-image-5.4.0-1011-aws

sudo sed -i 's/GRUB_DEFAULT=.\+/GRUB\_DEFAULT="Advanced options for Ubuntu>Ubuntu,
with Linux 5.4.0-1011-aws"/' /etc/default/grub

sudo update-grub

2. Starten Sie lhre Instance mit dem folgenden Befehl neu.

sudo reboot

3. Installieren Sie den Lustre Client mit dem folgenden Befehl.

sudo apt-get install -y lustre-client-modules-$(uname -r)

SUSE Linux

Um den Lustre Client unter SUSE Linux 12 zu installieren SP3 SP4, oder SP5
Um den Lustre Client unter SUSE Linux 12 zu installieren SP3
1. Offnen Sie ein Terminal auf Inrem Client.

2. Installieren Sie den 6ffentlichen Amazon FSx RPM-Schlissel mit dem folgenden Befehl.

sudo wget https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-sles-
public-key.asc
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3. Importieren Sie den Schlissel mithilfe des folgenden Befehls.

sudo rpm --import fsx-sles-public-key.asc

4. Fugen Sie das Repository fur den Lustre Client mit dem folgenden Befehl hinzu.

sudo wget https://fsx-lustre-client-repo.s3.amazonaws.com/suse/sles-12/SLES-12/fsx-
lustre-client.repo

5. Laden Sie den Lustre Client mit den folgenden Befehlen herunter und installieren Sie ihn.

sudo zypper ar --gpgcheck-strict fsx-lustre-client.repo
sudo sed -i 's#SLES-12#SP3#' /etc/zypp/repos.d/aws-fsx.repo
sudo zypper refresh

sudo zypper in lustre-client

Um den Lustre Client unter SUSE Linux 12 zu installieren SP4

1.  Offnen Sie ein Terminal auf Ihrem Client.

2. Installieren Sie den 6ffentlichen Amazon FSx RPM-Schlissel mit dem folgenden Befehl.

sudo wget https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-sles-
public-key.asc

3. Importieren Sie den Schllssel mithilfe des folgenden Befehls.
sudo rpm --import fsx-sles-public-key.asc
4. Fugen Sie das Repository fur den Lustre Client mit dem folgenden Befehl hinzu.

sudo wget https://fsx-lustre-client-repo.s3.amazonaws.com/suse/sles-12/SLES-12/fsx-
lustre-client.repo

5. Fuhren Sie eine der folgenden Aktionen aus:

» Wenn Sie SP4 direkt installiert haben, laden Sie den Lustre Client mit den folgenden Befehlen
herunter und installieren Sie ihn.

sudo zypper ar --gpgcheck-strict fsx-lustre-client.repo
sudo sed -i 's#SLES-12#SP4#' /etc/zypp/repos.d/aws-fsx.repo
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sudo zypper refresh
sudo zypper in lustre-client

* Wenn Sie von SP3 zu migriert SP4 und zuvor das FSx Amazon-Repository fur hinzugefugt
haben SP3, laden Sie den Lustre Client mit den folgenden Befehlen herunter und installieren
Sie ihn.

sudo zypper ar --gpgcheck-strict fsx-lustre-client.repo
sudo sed -i 's#SP3#SP4#' /etc/zypp/repos.d/aws-fsx.repo
sudo zypper ref

sudo zypper up --force-resolution lustre-client-kmp-default

So installieren Sie den Lustre Client unter SUSE Linux 12 SP5

Offnen Sie ein Terminal auf Ihrem Client.

—

2. Installieren Sie den 6ffentlichen Amazon FSx RPM-Schlissel mit dem folgenden Befehl.

sudo wget https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-sles-
public-key.asc

3. Importieren Sie den Schlissel mithilfe des folgenden Befehls.

sudo rpm --import fsx-sles-public-key.asc

4. Fugen Sie das Repository fur den Lustre Client mit dem folgenden Befehl hinzu.

sudo wget https://fsx-lustre-client-repo.s3.amazonaws.com/suse/sles-12/SLES-12/fsx-
lustre-client.repo

5. Fuhren Sie eine der folgenden Aktionen aus:

» Wenn Sie SP5 direkt installiert haben, laden Sie den Lustre Client mit den folgenden Befehlen
herunter und installieren Sie ihn.

sudo zypper ar --gpgcheck-strict fsx-lustre-client.repo
sudo zypper refresh
sudo zypper in lustre-client
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» Wenn Sie von SP4 zu migriert SP5 und zuvor das FSx Amazon-Repository flr hinzugefligt
haben SP4, laden Sie den Lustre Client mit den folgenden Befehlen herunter und installieren
Sie ihn.

sudo sed -i 's#SP4#SLES-12' /etc/zypp/repos.d/aws-fsx.repo
sudo zypper ref
sudo zypper up --force-resolution lustre-client-kmp-default

@ Note

Méglicherweise missen Sie lhre Compute-Instance neu starten, damit der Client die
Installation abschliel3en kann.

Mounten von einer Amazon Elastic Compute Cloud-Instanz

Sie kénnen Ihr Dateisystem von einer EC2 Amazon-Instance aus mounten.
So mounten Sie Ihr Dateisystem von Amazon EC2

1. Connect zu lhrer EC2 Amazon-Instance her.

2. Erstellen Sie mit dem folgenden Befehl ein Verzeichnis auf lnrem FSx for Lustre-Dateisystem flr
den Einhangepunkt.

$ sudo mkdir -p /fsx

3. Hangen Sie das Amazon FSx for Lustre-Dateisystem in das Verzeichnis ein, das Sie erstellt
haben. Verwenden Sie den folgenden Befehl und ersetzen Sie die folgenden Elemente:

 file_system_dns_nameErsetzen Sie es durch den tatsachlichen DNS-Namen des
Dateisystems.

« mountnameErsetzen Sie durch den Mount-Namen des Dateisystems. Dieser Mount-
Name wird in der Antwort auf den CreateFileSystem API-Vorgang zuriickgegeben.
Er wird auch in der Antwort auf den describe-file-systems AWS CLI Befehl und in der
DescribeFileSystemsAPI-Operation zurtickgegeben.
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sudo mount -t lustre -o relatime,flock file_system _dns_name@tcp:/mountname /fsx

Dieser Befehl mountet Ihr Dateisystem mit zwei Optionen -o relatime undflock:

« relatime— Die atime Option verwaltet zwar Daten atime (Inode-Zugriffszeiten) fir jeden
Dateizugriff, aber die relatime Option verwaltet auch atime Daten, jedoch nicht fur jeden
Dateizugriff. Wenn die relatime Option aktiviert ist, atime werden Daten nur dann auf
die Festplatte geschrieben, wenn die Datei seit der atime letzten Aktualisierung (mtime)
geandert wurde oder wenn der letzte Zugriff auf die Datei vor mehr als einer bestimmten
Zeit (standardmafig 6 Stunden) stattgefunden hat. Wenn Sie entweder die atime Option
relatime oder verwenden, werden die Dateifreigabeprozesse optimiert.

(® Note

Wenn |hr Workload eine genaue Genauigkeit der Zugriffszeit erfordert, konnen Sie das
Mounten mit der Option atime mount durchfiihren. Dies kann sich jedoch negativ auf
die Leistung der Arbeitslast auswirken, da der Netzwerkverkehr erhoht wird, der zur
Einhaltung genauer Werte flr die Zugriffszeit erforderlich ist.

Wenn Ihr Workload keine Zugriffszeit fir Metadaten erfordert, kann die Verwendung
der noatime Mount-Option zur Deaktivierung von Aktualisierungen der Zugriffszeit

zu einer Leistungssteigerung fihren. Beachten Sie, dass atime zielgerichtete
Prozesse wie die Freigabe von Dateien oder die Freigabe von Datenvaliditat bei ihrer
Veroffentlichung ungenau sein kénnen.

» flock— Aktiviert das Sperren von Dateien fir Ihr Dateisystem. Wenn Sie nicht méchten, dass
das Sperren von Dateien aktiviert wird, verwenden Sie den mount Befehl ohneflock.

4. Stellen Sie sicher, dass der Befehl mount erfolgreich war, indem Sie den Inhalt des
Verzeichnisses /mnt/fsx auflisten, in das Sie das Dateisystem gemountet haben. Verwenden Sie
dazu den folgenden Befehl.

$ 1s /fsx
import-path 1lustre
$

Sie kdénnen auch den df folgenden Befehl verwenden.
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$ df

Filesystem 1K-blocks Used Available Use% Mounted on
devtmpfs 1001808 0 1001808 0% /dev

tmpfs 1019760 0 1019760 0% /dev/shm

tmpfs 1019760 392 1019368 1% /run

tmpfs 1019760 0 1019760 0% /sys/fs/cgroup
/dev/xvdal 8376300 1263180 7113120 16% /
123.456.789.0@tcp:/mountname 3547698816 13824 3547678848 1% /fsx

tmpfs 203956 0 203956 0% /run/user/1000

Die Ergebnisse zeigen das FSx Amazon-Dateisystem, das auf /fsx gemountet ist.

Konfiguration von EFA-Clients

Gehen Sie wie folgt vor, um lhren Lustre-Client flr den Zugriff auf ein FSx for Lustre-Dateisystem
Uber den Elastic Fabric Adapter (EFA) einzurichten.

EFA wird auf Lustre-Clients unterstitzt, auf denen die folgenden Betriebssysteme ausgefihrt werden:

* Amazon Linux 2023 (AL2023)
* Red Hat Enterprise Linux (RHEL) 9.5 oder neuer

* Ubuntu 22.04 oder neuer mit Kernel-Version 6.8+

EFA wird auf den unten aufgefiihrten Lustre-Clients unterstltzt. Weitere Informationen finden Sie
unter Den Client installieren Lustre.

EFA wird auf Nitro EC2 v4-Instances (oder héher) unterstitzt, die EFA unterstitzen, mit Ausnahme
der trn2-Instance-Familie. Weitere Informationen finden Sie im EC2 Amazon-Benutzerhandbuch
unter Unterstutzte Instance-Typen.

Themen

» Schritt 1: Installieren Sie die erforderlichen Treiber

« Schritt 2: EFA fur den Lustre-Client konfigurieren

» Schritt 3: EFA-Schnittstellen
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Schritt 1: Installieren Sie die erforderlichen Treiber

® Note

Wenn Sie ein Deep Learning-AMI verwenden, kénnen Sie diesen Schritt Gberspringen, da
sowohl der EFA-Treiber als auch der GPUDirect NVIDIA-Speichertreiber (GDS) vorinstalliert
sind.

Installieren Sie den EFA-Treiber

Folgen Sie den Anweisungen in Schritt 3: Installation der EFA-Software im EC2 Amazon-
Benutzerhandbuch.

Installieren Sie den GDS-Treiber (optional)

Dieser Schritt ist nur erforderlich, wenn Sie NVIDIA GPUDirect Storage (GDS) mit FSx for Lustre
verwenden mochten.

Voraussetzungen:

« Amazon EC2 P5-, P5e-, P5en-, P6-B200- oder P6e-00-Instanz GB2
 NVIDIA GDS-Treiberversion 2.24.2 oder hoher

Um den GPUDirect NVIDIA-Speichertreiber auf lhrer Client-Instanz zu installieren

1. Klonen Sie das NVIDIA GDS-Repository:

git clone https://github.com/NVIDIA/gds-nvidia-fs.git

2. Erstellen und installieren Sie den Treiber:

cd gds-nvidia-fs/sxc/

export NVFS_MAX_PEER_DEVS=128
export NVFS_MAX_PCI_DEPTH=16
sudo -E make

sudo insmod nvidia-fs.ko
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Schritt 2: EFA fur den Lustre-Client konfigurieren

Um Uber eine EFA-Schnittstelle auf ein FSx for Lustre-Dateisystem zuzugreifen, missen Sie die
Lustre-EFA-Module installieren und EFA-Schnittstellen konfigurieren.

Quick Setup
Um lhren Lustre-Client schnell zu konfigurieren

1. Connect zu lhrer EC2 Amazon-Instance her.

2. Laden Sie die Datei mit dem Konfigurationsskript herunter und entpacken Sie sie:

curl -0 https://docs.aws.amazon.com/fsx/latest/LustreGuide/samples/configure-efa-
fsx-lustre-client.zip
unzip configure-efa-fsx-lustre-client.zip

3. Wechseln Sie in den configure-efa-fsx-lustre-client Ordner und flihren Sie das
Setup-Skript aus:

cd configure-efa-fsx-lustre-client
sudo ./setup.sh

Das Skript fuhrt automatisch Folgendes aus:

 Importiert Lustre-Module
» Konfiguriert TCP- und EFA-Schnittstellen

» Erzeugt einen Systemd-Dienst fur die automatische Konfiguration beim Neustart

Eine Liste der Optionen und Anwendungsbeispiele, die Sie mit dem setup. sh Skript verwenden
kénnen, finden Sie in der README . md Datei in der ZIP-Datei.

Manuelles Verwalten des Systemd-Dienstes

Die Systemd-Dienstdatei wird unter/etc/systemd/system/configure- efa-fsx-lustre-client .service
erstellt. Im Folgenden finden Sie einige hilfreiche Befehle im Zusammenhang mit Systemd:

# Check status
sudo systemctl status configure-efa-fsx-lustre-client.service
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# View logs

sudo journalctl -u configure-efa-fsx-lustre-client.service
# View warnings/errors from dmesg

sudo dmesg

Weitere Informationen finden Sie in der README . md Datei in der ZIP-Datei.
Konfiguration flr automatisches Mounten (optional)

Informationen zum automatischen Mounten lhres Amazon FSx for Lustre-Dateisystems beim
Systemstart finden Sie unterAutomatisches Mounten |hres FSx Amazon-Dateisystems.

Schritt 3: EFA-Schnittstellen

Jedes Dateisystem FSx fur Lustre hat ein maximales Limit von 1024 EFA-Verbindungen flr alle
Client-Instanzen.

Das configure-efa-fsx-lustre-client.sh Skript konfiguriert automatisch EFA-Schnittstellen
auf der Grundlage des Instanztyps.

Instance-Typ Standardanzahl von EFA-Schnittstellen
p6e-gb200.36xlarge 8

p6-b 200.48x grof} 8

p5en.48x grol’ 8

p 5e. 48 x grol} 8

p5.48xlarge 8

Andere Instanzen mit mehreren 5

Netzwerkkarten

Andere Instanzen mit einer 1

einzigen Netzwerkkarte
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Jede konfigurierte EFA-Schnittstelle auf einer Client-Instance zahlt als eine Verbindung im Hinblick
auf das EFA-Verbindungslimit von 1024, wenn sie mit einem FSx for Lustre-Dateisystem verbunden
ist.

Manuelles Verwalten von EFA-Schnittstellen

Instances mit mehr EFA-Schnittstellen unterstitzen in der Regel einen hdheren Durchsatz. Sie
kénnen die Anzahl der Schnittstellen anpassen, um die Leistung fur lhre spezifischen Workloads zu
optimieren, solange Sie das gesamte EFA-Verbindungslimit einhalten.

Sie kdnnen EFA-Schnittstellen mit den folgenden Befehlen manuell verwalten:

1. Verfligbare EFA-Gerate anzeigen:

for interface in /sys/class/infiniband/*; do

if [ ! -e "$interface/device/driver" ]; then continue; fi
driver=$(basename "$(realpath "$interface/device/driver")")
if [ "$driver" !'= "efa" ]; then continue; fi
echo $(basename $intexface)

done

2. Aktuell konfigurierte Schnittstellen anzeigen:

sudo lnetctl net show

3. Fugen Sie eine EFA-Schnittstelle hinzu:

sudo lnetctl net add --net efa --if device_name —peer-credits 32

device_nameErsetzen Sie es durch einen tatsachlichen Geratenamen aus der Liste in Schritt 1.

4. Entfernen Sie eine EFA-Schnittstelle:

sudo lnetctl net del --net efa --if device_name

device_nameErsetzen Sie es durch einen tatsachlichen Geratenamen aus der Liste in Schritt 2.
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Montage Uber Amazon Elastic Container Service

Sie kdnnen uber einen Docker-Container von Amazon Elastic Container Service (Amazon ECS) auf
einer Amazon-Instance auf Ihr FSx for Lustre-Dateisystem zugreifen. EC2 Sie kdnnen dazu eine der
folgenden Optionen verwenden:

1. Indem Sie |hr FSx for Lustre-Dateisystem von der EC2 Amazon-Instance aus mounten, die lhre
Amazon ECS-Aufgaben hostet, und diesen Mount-Punkt in Ihre Container exportieren.

2. Indem Sie das Dateisystem direkt in Inrem Task-Container mounten.

Weitere Informationen zu Amazon ECS finden Sie unter Was ist Amazon Elastic Container Service?

im Amazon Elastic Container Service Developer Guide.

Wir empfehlen die Verwendung von Option 1 (Mounten von einer EC2 Amazon-Instance aus, die

Amazon ECS-Aufgaben hostet), da sie eine bessere Ressourcennutzung ermdglicht, insbesondere

wenn Sie viele Container (mehr als funf) auf derselben EC2 Instance starten oder wenn lhre
Aufgaben nur von kurzer Dauer sind (weniger als 5 Minuten).

Verwenden Sie Option 2 (Mounten aus einem Docker-Container), wenn Sie die EC2 Instance nicht

konfigurieren kdnnen oder wenn Ilhre Anwendung die Flexibilitdt des Containers erfordert.

(® Note
Die Montage FSx von Lustre auf einem AWS Fargate-Starttyp wird nicht unterstutzt.

In den folgenden Abschnitten werden die Verfahren fur die einzelnen Optionen zum Mounten lhres
FSx for Lustre-Dateisystems aus einem Amazon ECS-Container beschrieben.

Themen

» Mounten von einer EC2 Amazon-Instance aus, die Amazon ECS-Aufgaben hostet

* Mounten aus einem Docker-Container
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Mounten von einer EC2 Amazon-Instance aus, die Amazon ECS-Aufgaben
hostet

Dieses Verfahren zeigt, wie Sie eine Amazon EC2 ECS-On-Instance konfigurieren kénnen, um |hr
FSx for Lustre-Dateisystem lokal zu mounten. Das Verfahren verwendet volumes Eigenschaften

von mountPoints Containern, um die Ressource gemeinsam zu nutzen und dieses Dateisystem fur
lokal ausgefuhrte Aufgaben zuganglich zu machen. Weitere Informationen finden Sie unter Launching
an Amazon ECS Container Instance im Amazon Elastic Container Service Developer Guide.

Dieses Verfahren gilt fur ein Amazon ECS-optimiertes Amazon Linux 2-AMIl. Wenn Sie eine andere
Linux-Distribution verwenden, finden Sie weitere Informationen unter. Den Client installieren Lustre

So mounten Sie Ihr Dateisystem von Amazon ECS auf einer EC2 Instance

1. Wenn Sie Amazon ECS-Instances entweder manuell oder mithilfe einer Auto Scaling
Scaling-Gruppe starten, fugen Sie die Zeilen im folgenden Codebeispiel am Ende des
Benutzerdatenfeldes hinzu. Ersetzen Sie die folgenden Elemente im Beispiel:

 file_system_dns_nameErsetzen Sie es durch den tatsachlichen DNS-Namen des
Dateisystems.

* mountnameErsetzen Sie durch den Mount-Namen des Dateisystems.

* mountpointErsetzen Sie ihn durch den Einhangepunkt des Dateisystems, den Sie erstellen
massen.

#!/bin/bash
...<existing user data>...

fsx_dnsname=file_system_dns_name

fsx_mountname=mountname

fsx_mountpoint=mountpoint

amazon-linux-extras install -y lustre

mkdir -p "$fsx_mountpoint"

mount -t lustre ${fsx_dnsnamel}etcp:/${fsx_mountname} ${fsx_mountpoint} -o
relatime, flock

2.  Wenn Sie Ihre Amazon ECS-Aufgaben erstellen, figen Sie der JSON-Definition Folgendes
volumes und mountPoints Container-Eigenschaften hinzu. mountpointErsetzen Sie durch
den Einhangepunkt des Dateisystems (z. B./mnt/fsx).
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{
"volumes": [
{
"host": {
"sourcePath": "mountpoint"
},
"name": "Lustre"
}
1,
"mountPoints": [
{
"containerPath": "mountpoint",
"sourceVolume": "Lustre"
}
1,
}

Mounten aus einem Docker-Container

Das folgende Verfahren zeigt, wie Sie einen Amazon ECS-Taskcontainer konfigurieren kénnen, um
das lustre-client Paket zu installieren und Ihr FSx for Lustre-Dateisystem darin zu mounten.
Das Verfahren verwendet ein Amazon Linux (amazonlinux) Docker-Image, aber ein ahnlicher
Ansatz kann auch fur andere Distributionen funktionieren.

Um Ihr Dateisystem von einem Docker-Container aus zu mounten

1. Installieren Sie das lustre-client Paket auf Ihrem Docker-Container und mounten Sie lhr
FSx for Lustre-Dateisystem mit der Eigenschaft. command Ersetzen Sie die folgenden Elemente
im Beispiel:

 file_system_dns_nameErsetzen Sie es durch den tatsachlichen DNS-Namen des
Dateisystems.
* mountnameErsetzen Sie durch den Mount-Namen des Dateisystems.

» Ersetzen Sie mountpoint durch den Mountingpunkt des Dateisystems.

"command": [
"/bin/sh -c \"amazon-linux-extras install -y lustre; mount -t
lustre file_system_dns_name@tcp:/mountname mountpoint -o relatime,flock;\""
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]I

2. Fugen Sie Ihrem Container die SYS_ADMIN Md&glichkeit hinzu, ihn mithilfe der Eigenschaft zum
Mounten lhres FSx for Lustre-Dateisystems zu autorisieren. 1inuxParameters

"linuxParameters": {
"capabilities": {
"add": [

"SYS_ADMIN"
]

Mounten von FSx Amazon-Dateisystemen vor Ort oder Uber eine
Peering-Amazon-VPC

Sie kdnnen auf zwei Arten auf Ihr FSx Amazon-Dateisystem zugreifen. Eine stammt von EC2
Amazon-Instances, die sich in einer Amazon-VPC befinden, die per Peering mit der VPC des
Dateisystems verbunden ist. Die andere stammt von lokalen Clients, die Uber unser VPN mit Direct
Connect der VPC lhres Dateisystems verbunden sind.

Sie verbinden die VPC des Kunden und die VPC lhres FSx Amazon-Dateisystems entweder Gber
eine VPC-Peering-Verbindung oder ein VPC-Transit-Gateway. Wenn Sie eine VPC-Peering-
Verbindung oder ein Transit-Gateway fur die Verbindung verwenden VPCs, kdnnen EC2 Amazon-
Instances, die sich in einer VPC befinden, auf FSx Amazon-Dateisysteme in einer anderen VPC
zugreifen, auch wenn sie zu unterschiedlichen Konten VPCs gehoren.

Bevor Sie das folgende Verfahren verwenden kénnen, mussen Sie entweder eine VPC-Peering-
Verbindung oder ein VPC-Transit-Gateway einrichten.

Ein Transit-Gateway ist ein Netzwerk-Transit-Hub, Uber den Sie Ihre Netzwerke und lhre VPCs
lokalen Netzwerke miteinander verbinden kdnnen. Weitere Informationen zur Verwendung von VPC-
Transit Gateways finden Sie unter Erste Schritte mit Transit Gateways im Amazon VPC-Gateways-
Handbuch.

Eine VPC-Peering-Verbindung ist eine Netzwerkverbindung zwischen zwei. VPCs Dieser
Verbindungstyp ermdglicht es lhnen, den Verkehr zwischen ihnen mithilfe von privaten
Internetprotokolladressen der Version 4 (IPv4) oder der Internetprotokollversion 6 (IPv6)
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weiterzuleiten. Sie kénnen VPC-Peering verwenden, um eine Verbindung VPCs innerhalb derselben
AWS Region oder zwischen AWS Regionen herzustellen. Weitere Informationen zu VPC-Peering
finden Sie unter Was ist VPC-Peering? im Amazon VPC Peering Guide.

Sie kénnen |Ihr Dateisystem von aulerhalb seiner VPC mithilfe der IP-Adresse seiner primaren
Netzwerkschnittstelle mounten. Die primare Netzwerkschnittstelle ist die erste Netzwerkschnittstelle,
die zurlickgegeben wird, wenn Sie den aws fsx describe-file-systems AWS CLI Befehl
ausfuhren. Sie kénnen diese IP-Adresse auch von der Amazon Web Services Management Console
abrufen.

Die folgende Tabelle zeigt die IP-Adressanforderungen fur den Zugriff auf FSx Amazon-Dateisysteme
Uber einen Client, der sich aul3erhalb der VPC des Dateisystems befindet.

Fur Kunden in... Zugriff auf Dateisysteme, Zugriff auf Dateisyst
die vor dem 17. Dezember eme, die am oder nach
2020 erstellt wurden dem 17. Dezember

2020 erstellt wurden

VPCs Mit VPC Peering Clients mit IP-Adressen in

gepeert oder AWS Transit einem privaten IP-Adress v
Gateway bereich nach RFC 1918:

Peering-Netzwerke, die oder . 10.0.0.0/8

verwenden Direct Connect . 172.16.0.0/12 v

Site-to-Site VPN . 192.168.0.0/16

Wenn Sie mit einem nicht privaten IP-Adressbereich auf Ihr FSx Amazon-Dateisystem zugreifen
mussen, das vor dem 17. Dezember 2020 erstellt wurde, kbnnen Sie ein neues Dateisystem
erstellen, indem Sie eine Sicherungskopie des Dateisystems wiederherstellen. Weitere Informationen
finden Sie unter Schutzen Sie |hre Daten mit Backups.

Um die IP-Adresse der primaren Netzwerkschnittstelle fir ein Dateisystem abzurufen

Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

1.

2. Wahlen Sie im Navigationsbereich Dateisysteme aus.
3. Wahlen Sie im Dashboard |Ihr Dateisystem aus.
4

Wabhlen Sie auf der Seite mit den Dateisystemdetails die Option Netzwerk und Sicherheit aus.
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5. Wahlen Sie unter Netzwerkschnittstelle die ID fur Ihre primare elastic network interface aus.
Dadurch gelangen Sie zur EC2 Amazon-Konsole.

6. Suchen Sie auf der Registerkarte Details nach der primaren privaten IPv4 IP. Dies ist die IP-
Adresse fur lhre primare Netzwerkschnittstelle.

® Note

Sie kénnen die DNS-Namensauflosung (Domain Name System) nicht verwenden, wenn Sie
ein FSx Amazon-Dateisystem von aulRerhalb der VPC mounten, mit der es verknupft ist.

Automatisches Mounten |lhres FSx Amazon-Dateisystems

Sie kénnen die /etc/fstab Datei in lnrer EC2 Amazon-Instance aktualisieren, nachdem Sie zum
ersten Mal eine Verbindung mit der Instance hergestellt haben, sodass Ihr FSx Amazon-Dateisystem
bei jedem Neustart bereitgestellt wird.

Automatisches Mounten fur Lustre mithilfe von /etc/fstab FSx

Um Ihr FSx Amazon-Dateisystemverzeichnis beim Neustart der EC2 Amazon-Instance automatisch
zu mounten, kénnen Sie die fstab Datei verwenden. Die fstab-Datei enthalt Informationen zu
Dateisystemen. Der Befehlmount -a, der beim Start der Instance ausgefuhrt wird, mountet die in der
Datei aufgelisteten Dateisysteme. fstab

@ Note

» Bevor Sie die /etc/fstab Datei lhrer EC2 Instance aktualisieren konnen, stellen Sie
sicher, dass Sie |hr FSx Amazon-Dateisystem bereits erstellt haben. Weitere Informationen
finden Sie Schritt 1: Erstellen Sie Ihr FSx for Lustre-Dateisystem in der Ubung Erste
Schritte.

» Fur EFA-fahige Dateisysteme ist die Konfiguration von systemd eine Voraussetzung.
Weitere Informationen finden Sie unter Quick Setup.

Um die Datei /etc/fstab in Ihrer Instanz zu aktualisieren EC2

1.  Connect zu lhrer EC2 Instance her und offnen Sie die /etc/fstab Datei in einem Editor.
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2. Flgen Sie der Datei /etc/fstab die folgende Zeile hinzu.

Hangen Sie das Amazon FSx for Lustre-Dateisystem in das Verzeichnis ein, das Sie erstellt
haben. Verwenden Sie den folgenden Befehl und ersetzen Sie Folgendes:

» /fsxErsetzen Sie durch das Verzeichnis, in das Sie Ihr FSx Amazon-Dateisystem mounten
mochten.

 file_system_dns_nameErsetzen Sie es durch den eigentlichen DNS-Namen des
Dateisystems.

* mountnameErsetzen Sie durch den Mount-Namen des Dateisystems. Dieser Mount-
Name wird in der Antwort auf den CreateFileSystem API-Vorgang zurtickgegeben.
Er wird auch in der Antwort auf den describe-file-systems AWS CLI Befehl und in der
DescribeFileSystems API-Operation zuriickgegeben.

Fir Nicht-EFA-Dateisysteme:

file_system_dns_name@tcp:/mountname /fsx lustre defaults,relatime,flock,_netdev, x-
systemd.automount, x-systemd.requires=network.service 0 0

Far EFA-fahige Dateisysteme:

file_system_dns_name@tcp:/mountname /fsx lustre defaults,relatime,flock,_netdev, x-
systemd.automount, x-systemd.requires=configure-efa-fsx-lustre-client.service, x-
systemd.after=configure-efa-fsx-lustre-client.service 0 0

/A Warning

Verwenden Sie beim automatischen Mounting lhres Dateisystems die Option _netdev,
um es als Netzwerkdateisystem zu identifizieren. Falls _netdev fehlt, reagiert lhre

EC2 Instance mdglicherweise nicht mehr. Der Grund dafir ist, dass zuerst das
Netzwerk auf der Datenverarbeitungs-Instance gestartet worden sein muss. Die
Netzwerkdateisysteme missen danach initialisiert werden. Weitere Informationen finden
Sie unter Automatisches Mounting schlagt fehl und die Instance reagiert nicht.

3. Speichern Sie die Anderungen an der Datei.
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Ihre EC2 Instance ist jetzt so konfiguriert, dass sie das FSx Amazon-Dateisystem bei jedem Neustart
mountet.

® Note

In einigen Fallen muss Ihre EC2 Amazon-Instance moéglicherweise unabhangig vom Status
Ihres bereitgestellten FSx Amazon-Dateisystems gestartet werden. In diesen Fallen fligen Sie
die nofail Option zum Eintrag Ihres Dateisystems in lhrer /etc/fstab Datei hinzu.

Die Felder in der Codezeile, die Sie der /etc/fstab Datei hinzugefligt haben, bewirken Folgendes.

Feld Description

file_syst Der DNS-Name fur Ihr FSx Amazon-Dateisystem, der das Dateisyst
em_dns_na em identifiziert. Sie kdbnnen diesen Namen von der Konsole oder

me @tcp:/ programmgesteuert aus dem AWS CLI oder einem AWS SDK abrufen.
mountname Der Mount-Name fiir das Dateisystem. Sie kdnnen diesen Namen von

der Konsole oder programmgesteuert AWS CLI mithilfe des describe-
file-systems Befehls oder der AWS API oder des SDK mithilfe des
DescribeFileSystems Vorgangs abrufen.

/Tsx Der Bereitstellungspunkt fir das FSx Amazon-Dateisystem auf Ihrer
EC2 Instance.

lustre Der Typ des Dateisystems, Amazon FSx.

mount options Einhangeoptionen fur das Dateisystem, dargestellt als kommagetr
ennte Liste der folgenden Optionen:

* defaults— Dieser Wert weist das Betriebssystem an, die
Standard-Einhangeoptionen zu verwenden. Sie kdnnen die
Standard-Einhangeoptionen auflisten, nachdem das Dateisystem
bereitgestellt wurde, indem Sie sich die Ausgabe des mount Befehls
ansehen.

* relatime— Diese Option verwaltet Daten atime (Inode-Zugriffszei
ten), jedoch nicht fur jeden Dateizugriff. Wenn diese Option aktiviert
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Feld Description

ist, atime werden Daten nur dann auf die Festplatte geschrieben,
wenn die Datei seit der letzten Aktualisierung der atime Daten
geandert wurde (mtime) oder wenn vor mehr als einer bestimmte
n Zeit (standardmaRig ein Tag) zuletzt auf die Datei zugegriffen
wurde. Wenn Sie Aktualisierungen der Inode-Zugriffszeit deaktivie
ren mochten, verwenden Sie stattdessen die noatime Mount-Opt
ion.

» flock— hangt Ihr Dateisystem mit aktivierter Dateisperre ein. Wenn
Sie nicht mdéchten, dass die Dateisperre aktiviert ist, verwenden Sie
stattdessen die noflock Mount-Option.

+ _netdev— Der Wert teilt dem Betriebssystem mit, dass sich
das Dateisystem auf einem Gerat befindet, das Netzwerkzugriff
bendtigt. Diese Option verhindert, dass die Instance das Dateisyst
em mountet, bis das Netzwerk auf dem Client aktiviert wurde.

x-systemd Diese Optionen fur Nicht-EFA-Dateisysteme stellen sicher, dass der
.automount, x- Auto Mounter erst ausgefuhrt wird, wenn die Netzwerkverbindung
systemd.requir online ist.

es=networ

k.service ® Note

Verwenden Sie fur Amazon Linux 2023 und Ubuntu 22.04 und
héher die x-systemd.requires=systemd-networkd-
wait-online.service Option anstelle der x-systemd
.requires=network.service Option.
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Feld Description

x-systemd Diese Optionen fur EFA-fahige Dateisysteme stellen sicher, dass
.automount, x- der Auto Mounter erst nach Abschluss der EFA-Client-Konfiguration
systemd.requir ausgefuhrt wird.

es=configure-
efa-fsx-lustre-
client.service, x-
systemd.a
fter=configure-
efa-fsx-lustre-
client.service

0 Ein Wert, der angibt, ob das Dateisystem von gesichert werden soll.
dump Fir Amazon FSx sollte dieser Wert sein@.

0 Ein Wert, der die Reihenfolge angibt, in der Dateisysteme beim Booten
fsck Uberprift werden. Fir FSx Amazon-Dateisysteme sollte dieser
Wert angeben@, dass sie beim Start nicht ausgefiihrt werden fsck
sollen.

Mounten bestimmter Dateisatze

Mithilfe der Lustre Dateisatzfunktion kbnnen Sie nur eine Teilmenge des Dateisystem-Namespaces
einhangen, die als Dateisatz bezeichnet wird. Um einen Dateisatz des Dateisystems einzuhangen,
geben Sie auf dem Client den Unterverzeichnispfad nach dem Dateisystemnamen an. Ein Dateisatz-
Mount (auch Unterverzeichnis-Mount genannt) schrankt die Sichtbarkeit des Dateisystem-
Namespaces auf einem bestimmten Client ein.

Beispiel — Hangen Sie einen Dateisatz ein Lustre

1.  Angenommen, Sie haben ein FSx for Lustre-Dateisystem mit den folgenden Verzeichnissen:

teaml/datasetl/
team2/dataset2/
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2. Sie mounten nur den teaml/datasetl Dateisatz, sodass nur dieser Teil des Dateisystems
lokal auf dem Client sichtbar ist. Verwenden Sie den folgenden Befehl und ersetzen Sie die
folgenden Elemente:

« file_system_dns_nameErsetzen Sie es durch den tatsachlichen DNS-Namen des
Dateisystems.

* mountnameErsetzen Sie durch den Mount-Namen des Dateisystems. Dieser Mount-
Name wird in der Antwort auf den CreateFileSystem API-Vorgang zurtickgegeben.
Er wird auch in der Antwort auf den describe-file-systems AWS CLI Befehl und in der
DescribeFileSystemsAPI-Operation zurtickgegeben.

mount -t lustre file_system_dns_name@tcp:/mountname/teaml/datasetl /fsx

Beachten Sie bei der Verwendung der Lustre Dateisatzfunktion Folgendes:

» Es gibt keine Einschrankungen, die einen Client daran hindern, das Dateisystem mit einem
anderen oder gar keinem Dateisatz erneut zu mounten.

+ Bei der Verwendung eines Dateisatzes funktionieren einige Lustre Verwaltungsbefehle, die Zugriff
auf das . lustre/ Verzeichnis erfordern, moglicherweise nicht, z. B. der Befehl. 1fs fid2path

+ Wenn Sie planen, mehrere Unterverzeichnisse aus demselben Dateisystem auf demselben Host
zu mounten, sollten Sie sich bewusst sein, dass dies mehr Ressourcen beansprucht als ein
einzelner Einhangepunkt und es daher effizienter sein kdnnte, das Dateisystem-Stammverzeichnis
stattdessen nur einmal zu mounten.

Weitere Informationen zur Lustre Dateisatzfunktion finden Sie im Lustre-Betriebshandbuch auf der

Dokumentationswebsite. Lustre

Aufheben des Mountings von Dateisystemen

Bevor Sie ein FSx for Lustre-Dateisystem |I6schen, stellen Sie sicher, dass es von allen EC2 Amazon-
Instances, die es bereitgestellt haben, getrennt ist, und stellen Sie vor dem Herunterfahren oder
Beenden einer EC2 Amazon-Instance sicher, dass alle FSx fur Lustre-Dateisysteme von dieser
Instance gemountet werden.
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FSx fur Lustre gewahren Server den Clients wahrend des 1/0 Betriebs temporare Datei- und
Verzeichnissperren, und Clients missen umgehend reagieren, wenn Server Clients auffordern, ihre
Sperren aufzuheben, um Operationen zu entsperren. 1/0O operations from other clients. If clients
become non-responsive, they may be forcefully evicted after several minutes to allow other clients to
proceed with their requested 1/0 Um diese Wartezeiten zu vermeiden, sollten Sie das Dateisystem
immer von den Client-Instances trennen, bevor Sie sie herunterfahren oder beenden und bei Lustre-
Dateisystemen vor dem Léschen FSx .

Sie kénnen ein Dateisystem auf Ihrer EC2 Amazon-Instance unmounten, indem Sie den umount
Befehl auf der Instance selbst ausfihren. Sie kdnnen ein FSx Amazon-Dateisystem nicht Uber

das AWS CLI AWS-Managementkonsole, das oder Uber eines der AWS SDKs. Um ein FSx
Amazon-Dateisystem auszuhdangen, das mit einer EC2 Amazon-Instance unter Linux verbunden ist,
verwenden Sie den umount Befehl wie folgt:

umount /mnt/fsx

Wir empfehlen, dass Sie keine anderen umount-Optionen angeben. Vermeiden Sie die Einstellung
anderer umount-Optionen, die sich von den Standardwerten unterscheiden.

Sie kénnen Uberprifen, ob Ihr FSx Amazon-Dateisystem unmountet wurde, indem Sie den df
Befehl ausfiihren. Dieser Befehl zeigt die Festplattennutzungsstatistiken fiir die Dateisysteme an, die
derzeit auf lhrer Linux-basierten EC2 Amazon-Instance gemountet sind. Wenn das FSx Amazon-
Dateisystem, das Sie unmounten méchten, nicht in der df Befehlsausgabe aufgefiihrt ist, bedeutet
dies, dass das Dateisystem nicht bereitgestellt wurde.

Example — Identifizieren Sie den Mount-Status eines FSx Amazon-Dateisystems und hangen Sie es
aus

$ df -T
Filesystem Type 1K-blocks Used Available Use% Mounted on
file-system-id.fsx.aws-region.amazonaws.com@tcp:/mountname /fsx 3547708416 61440
3547622400 1% /fsx
/dev/sdal ext4 8123812 1138920 6884644 15% /

$ umount /fsx

$ df -T

Aufheben des Mountings von Dateisystemen 196



FSx fur Lustre Lustre-Benutzerhandbuch

Filesystem Type 1K-blocks Used Available Use% Mounted on
/dev/sdal ext4 8123812 1138920 6884644 15% /

Arbeiten mit Amazon EC2 Spot-Instances

FSx for Lustre kann mit EC2 Spot-Instances verwendet werden, um Ihre EC2 Amazon-Kosten
deutlich zu senken. Eine Spot-Instance ist eine ungenutzte EC2 Instance, die flir weniger als den
On-Demand-Preis erhaltlich ist. Amazon EC2 kann |Ihre Spot-Instance unterbrechen, wenn der Spot-
Preis Ihren Hochstpreis Gbersteigt, wenn die Nachfrage nach Spot-Instances steigt oder wenn das
Angebot an Spot-Instances sinkt.

Wenn Amazon eine Spot-Instance EC2 unterbricht, wird eine Benachrichtigung zur Unterbrechung
der Spot-Instance angezeigt, sodass die Instance zwei Minuten lang gewarnt wird, bevor Amazon
sie EC2 unterbricht. Weitere Informationen finden Sie unter Spot-Instances im EC2 Amazon-

Benutzerhandbuch.

Um sicherzustellen, dass FSx Amazon-Dateisysteme nicht von EC2 Spot-Instance-Unterbrechungen
betroffen sind, empfehlen wir, die Bereitstellung von FSx Amazon-Dateisystemen aufzuheben, bevor
Spot-Instances beendet oder in den Ruhezustand versetzt werden. EC2 Weitere Informationen finden
Sie unter Aufheben des Mountings von Dateisystemen.

Umgang mit Amazon EC2 Spot-Instance-Unterbrechungen

FSx for Lustre ist ein verteiltes Dateisystem, in dem Server- und Client-Instances zusammenarbeiten,
um ein leistungsstarkes und zuverlassiges Dateisystem bereitzustellen. Sie sorgen fiir einen
verteilten und koharenten Zustand auf Client- und Serverinstanzen. FSx flr Lustre delegieren Server
temporare Zugriffsberechtigungen an Clients, wahrend sie aktiv Dateisystemdaten /O bearbeiten
und zwischenspeichern. Von Clients wird erwartet, dass sie innerhalb kurzer Zeit antworten, wenn
Server sie auffordern, ihre temporaren Zugriffsberechtigungen zu widerrufen. Um das Dateisystem
vor fehlerhaften Clients zu schitzen, kdnnen Server Clients, die nach einigen Minuten Lustre nicht
antworten, vom Server entfernen. Um zu vermeiden, dass Sie mehrere Minuten warten mussen, bis
ein Client, der nicht reagiert, auf die Serveranfrage antwortet, ist es wichtig, die Lustre Clients sauber
auszuhangen, insbesondere bevor Sie Spot-Instances beenden. EC2

EC2 Spot sendet Kiindigungsmitteilungen 2 Minuten im Voraus, bevor eine Instance
heruntergefahren wird. Wir empfehlen Ihnen, vor dem EC2 Beenden von Spot-Instances den
Vorgang des sauberen Aushangens der Lustre Clients zu automatisieren.
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Example — Skript zum sauberen Aushangen terminierender Spot-Instances EC2

Dieses Beispielskript macht die Bereitstellung terminierter Spot-Instances sauber riickgangig, indem
EC2 es wie folgt vorgeht:

+ Sucht nach Kindigungsmitteilungen von Spot.
* Wenn es eine Kindigungsmitteilung erhalt:
« Beenden Sie Anwendungen, die auf das Dateisystem zugreifen.

» Hangt das Dateisystem aus, bevor die Instanz beendet wird.

Sie kénnen das Skript nach Bedarf anpassen, insbesondere um lhre Anwendung ordnungsgemaf
herunterzufahren. Weitere Informationen zu bewahrten Methoden fiir den Umgang mit Spot-Instance-
Unterbrechungen finden Sie unter Bewahrte Methoden fur den Umgang mit EC2 Spot-Instance-
Unterbrechungen.

#!/bin/bash

# TODO: Specify below the FSx mount point you are using
*FSXPATH=/fsx*

cd /

TOKEN=$(curl -s -X PUT "http://169.254.169.254/1atest/api/token" -H "X-aws-ec2-
metadata-token-ttl-seconds: 21600")
if [ "$?" -ne @0 ]; then
echo "Error running 'curl' command" >&2
exit 1
fi

# Periodically check for termination
while sleep 5
do

HTTP_CODE=$(curl -H "X-aws-ec2-metadata-token: $TOKEN" -s -w %{http_code} -o /dev/
null http://169.254.169.254/1latest/meta-data/spot/instance-action)

if [[ "$HTTP_CODE" -eq 401 1] ; then
# Refreshing Authentication Token
TOKEN=$(curl -s -X PUT "http://169.254.169.254/1atest/api/token" -H "X-aws-ec2-
metadata-token-ttl-seconds: 30")
continue
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elif [[ "$HTTP_CODE" -ne 200 ]] ; then
# If the return code is not 200, the instance is not going to be interrupted
continue

fi

echo "Instance is getting terminated. Clean and unmount '$FSXPATH' ..."

curl -H "X-aws-ec2-metadata-token: $TOKEN" -s http://169.254.169.254/latest/meta-
data/spot/instance-action

echo

# Gracefully stop applications accessing the filesystem
#

# TODO*: Replace with the proper command to stop your application if possible*

# Kill every process still accessing Lustre filesystem

echo "Kill every process still accessing Lustre filesystem..."
fuser -kMm -TERM "${FSXPATH}"; sleep 2

fuser -kMm -KILL "${FSXPATH}"; sleep 2

# Unmount FSx For Lustre filesystem

if ! umount -c "${FSXPATH}"; then
echo "Error unmounting '$FSXPATH'. Processes accessing it:" >&2
lsof "${FSXPATH}"

echo "Retrying..."
continue

fi

# Start a graceful shutdown of the host
shutdown now

done
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Verwaltung von Dateisystemen

FSx for Lustre bietet eine Reihe von Funktionen, die die Ausflihrung Ihrer Verwaltungsaufgaben
vereinfachen. Dazu gehoéren die Mdglichkeit, point-in-time Backups zu erstellen, Speicherkontingente
fur das Dateisystem zu verwalten, lhre Speicher- und Durchsatzkapazitat zu verwalten, die
Datenkomprimierung zu verwalten und Wartungsfenster flir die routinemafige Durchflihrung von
Software-Patches des Systems festzulegen.

Sie kénnen Ihre FSx for Lustre-Dateisysteme mithilfe der Amazon FSx Management Console, AWS
Command Line Interface (AWS CLI), Amazon FSx API oder verwalten. AWS SDKs

Themen

* Arbeiten mit EFA-fahigen Dateisystemen

» Die Verwendung von Lustre Speicherkontingente

» Verwaltung der Speicherkapazitat

* Verwaltung des bereitgestellten SSD-Lesecache

* Verwaltung der Metadaten-Performance

* Verwaltung der bereitgestellten Durchsatzkapazitat

» LustreDatenkomprimierung

e Lustre WurzelkUlrbis

» FSx fUr den Status des Lustre-Dateisystems

» Taggen Sie lhre Amazon FSx for Lustre-Ressourcen

» Wartungsfenster FSx von Amazon for Lustre

* Verwaltung von Lustre-Versionen

* Loschen eines Dateisystems

Arbeiten mit EFA-fahigen Dateisystemen

Wenn Sie ein Dateisystem mit einer Durchsatzkapazitat GBps von uber 10% erstellen, empfehlen
wir, den Elastic Fabric Adapter (EFA) zu aktivieren, um den Durchsatz pro Client-Instance zu
optimieren. EFA ist eine leistungsstarke Netzwerkschnittstelle, die zur Leistungssteigerung eine
malfdgeschneiderte Technik zur Umgehung des Betriebssystems und das Netzwerkprotokoll AWS
Scalable Reliable Datagram (SRD) verwendet. Informationen zu EFA finden Sie unter Elastic Fabric
Adapter fur Al/ML und HPC-Workloads bei Amazon EC2 im EC2 Amazon-Benutzerhandbuch.
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EFA-fahige Dateisysteme unterstlitzen zwei zusatzliche Leistungsmerkmale: GPUDirect Storage
(GDS) und ENA Express. Die GDS-Unterstiitzung baut auf EFA auf, um die Leistung weiter

zu verbessern, indem sie die direkte Datenubertragung zwischen dem Dateisystem und dem
GPU-Speicher unter Umgehung der CPU ermdglicht. Dieser direkte Pfad macht redundante
Speicherkopien und die Beteiligung der CPU an den Datenlibertragungsvorgangen Uberfllssig.

Mit EFA- und GDS-Unterstitzung kénnen Sie einen héheren Durchsatz fir einzelne EFA-fahige
Client-Instances erzielen. ENA Express bietet optimierte Netzwerkkommunikation fir EC2
Amazon-Instances mithilfe eines fortschrittlichen Pfadauswahlalgorithmus und eines verbesserten
Mechanismus zur Uberlastungskontrolle. Mit der ENA Express-Unterstiitzung kénnen Sie einen
héheren Durchsatz flir einzelne ENA Express-fahige Client-Instances erzielen. Informationen zu ENA
Express finden Sie unter Verbessern der Netzwerkleistung zwischen EC2 Instances mit ENA Express
im EC2 Amazon-Benutzerhandbuch.

Themen

- Uberlegungen bei der Verwendung von EFA-fahigen Dateisystemen

» Voraussetzungen fur die Verwendung von EFA-fahigen Dateisystemen

» Ein EFA-fahiges Dateisystem erstellen

Uberlegungen bei der Verwendung von EFA-fahigen Dateisystemen

Hier sind einige wichtige Punkte, die Sie bei der Erstellung von EFA-fahigen Dateisystemen
bertcksichtigen sollten:

* Mehrere Konnektivitatsoptionen: EFA-fahige Dateisysteme kdnnen mithilfe von ENA, ENA Express
und EFA mit Client-Instances kommunizieren.

 Bereitstellungstyp: EFA wird auf Persistent 2-Dateisystemen mit einer angegebenen
Metadatenkonfiguration unterstitzt, einschliel3lich Dateisystemen, die die Intelligent-Tiering-
Speicherklasse verwenden.

 Aktualisierung der EFA-Einstellung: Sie kdnnen EFA aktivieren, wenn Sie ein neues Dateisystem
erstellen, aber Sie kdnnen EFA nicht in einem vorhandenen Dateisystem aktivieren oder
deaktivieren.

« Skalierung des Durchsatzes anhand der Speicherkapazitat: Sie kdnnen die Speicherkapazitat auf
einem EFA-fahigen SSD-basierten Dateisystem skalieren, um die Durchsatzkapazitat zu erhéhen,
aber Sie kénnen die Durchsatzstufe eines EFA-fahigen Dateisystems nicht andern.

« AWS-Regionen: Eine Liste der unterstitzten EFA-fahigen AWS-Regionen Persistent 2-
Dateisysteme finden Sie unter. Art der Bereitstellung, Verfugbarkeit
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Voraussetzungen fur die Verwendung von EFA-fahigen Dateisystemen

Im Folgenden sind die Voraussetzungen fiir die Verwendung von EFA-fahigen Dateisystemen
aufgefthrt:

So erstellen Sie Ihr EFA-fahiges Dateisystem:

* Verwenden Sie eine EFA-fahige Sicherheitsgruppe. Weitere Informationen finden Sie unter EFA-
fahige Sicherheitsgruppen.

+ Verwenden Sie dieselbe Availability Zone und /16 CIDR wie lhre EFA-fahigen Client-Instances in
Ihrer Amazon VPC.

 Auf Intelligent-Tiering-Dateisystemen wird EFA nur mit einer Durchsatzkapazitat von 4.000 oder
Schritten von 4.000 unterstitzt. MBps MBps

So greifen Sie mit dem Elastic Fabric Adapter (EFA) auf Ihr Dateisystem zu:

* Verwenden Sie Nitro EC2 v4-Instances (oder hdher), die EFA unterstitzen, mit Ausnahme der
trn2-Instance-Familie. Weitere Informationen finden Sie im EC2 Amazon-Benutzerhandbuch unter
Unterstltzte Instance-Typen.

* FUhren Sie AL2 023, RHEL 9.5 und neuer oder Ubuntu 22+ mit Kernelversion 6.8 und neuer aus.
Weitere Informationen finden Sie unter Den Client installieren Lustre.

* Installieren Sie die EFA-Module und konfigurieren Sie EFA-Schnittstellen auf Ihren Client-
Instances. Weitere Informationen finden Sie unter Konfiguration von EFA-Clients.

So greifen Sie mit GPUDirect Storage (GDS) auf Ihr Dateisystem zu:

* Verwenden Sie eine Amazon EC2 P5-, P5e-, P5en-, P6-B200- oder P6e-00-Client-Instance. GB2

+ Installieren Sie das NVIDIA Compute Unified Device Architecture (CUDA) -Paket, den Open-
Source-NVIDIA-Treiber und den NVIDIA-Speichertreiber auf Ihrer Client-Instance. GPUDirect
Weitere Informationen finden Sie unter Installieren Sie den GDS-Treiber (optional).

So greifen Sie mit ENA Express auf Ihr Dateisystem zu:

* Verwenden Sie EC2 Amazon-Instances, die ENA Express unterstitzen. Weitere Informationen
finden Sie unter Unterstitzte Instance-Typen fur ENA Express im EC2 Amazon-
Benutzerhandbuch.
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 Aktualisieren Sie die Einstellungen fir Ihre Linux-Instance. Weitere Informationen finden Sie unter
Voraussetzungen fur Linux-Instances im EC2 Amazon-Benutzerhandbuch.

 Aktivieren Sie ENA Express auf Netzwerkschnittstellen fir Ihre Client-Instances. Einzelheiten
finden Sie unter Uberpriifen der ENA Express-Einstellungen fiir Inre EC2 Instance im EC2
Amazon-Benutzerhandbuch.

Ein EFA-fahiges Dateisystem erstellen

Dieser Abschnitt enthalt Anweisungen zum Erstellen eines FSx fur Lustre EFA-fahigen Dateisystems
mit dem. AWS CLI Informationen zum Erstellen eines EFA-fahigen Dateisystems mithilfe der FSx
Amazon-Konsole finden Sie unter. Schritt 1: Erstellen Sie |hr FSx for Lustre-Dateisystem

So erstellen Sie ein EFA-fahiges Dateisystem (CLI)

Verwenden Sie den create-file-systemCLI-Befehl (oder die entsprechende CreateFileSystemAPI-
Operation). Im folgenden Beispiel wird ein EFA-fahiges Dateisystem FSx fir Lustre mit einem
PERSISTENT_2 Bereitstellungstyp erstellt.

aws fsx create-file-system\
--storage-capacity 4800 \
--storage-type SSD \
--file-system-type LUSTRE \
--file-system-type-version 2.15 \
--subnet-ids subnet-01234567890 \
--security-group-ids sg-0123456789abcdefg \
--lustre-configuration '{"DeploymentType": "PERSISTENT_2", "EfaSupport": truel}'

Nach erfolgreicher Erstellung des Dateisystems FSx gibt Amazon die Beschreibung des
Dateisystems im JSON-Format zurGck.

Die Verwendung von Lustre Speicherkontingente

Sie kénnen Speicherkontingente flr Benutzer, Gruppen und Projekte auf FSx Lustre-Dateisystemen
erstellen. Mit Speicherkontingenten kénnen Sie den Speicherplatz und die Anzahl der Dateien, die
ein Benutzer, eine Gruppe oder ein Projekt verbrauchen kann, einschranken. Speicherkontingente
verfolgen automatisch die Nutzung auf Benutzer-, Gruppen- und Projektebene, sodass Sie den
Verbrauch Gberwachen kénnen, unabhangig davon, ob Sie Speicherlimits festlegen oder nicht.
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Amazon FSx setzt Kontingente durch und verhindert, dass Benutzer, die diese tberschritten haben,
auf den Speicherplatz schreiben. Wenn Benutzer ihre Kontingente Uberschreiten, missen sie
genugend Dateien I6schen, um die Kontingentgrenzen zu Uberschreiten, sodass sie wieder in das
Dateisystem schreiben konnen.

Themen

» Durchsetzung von Kontingenten

* Arten von Kontingenten

- Kontingentgrenzen und Ubergangsfristen

» Kontingente festlegen und anzeigen

» Kontingente und mit Amazon S3 verknupfte Buckets

« Kontingente und Wiederherstellung von Backups

Durchsetzung von Kontingenten

Die Durchsetzung von Benutzer-, Gruppen- und Projektkontingenten wird automatisch auf allen
Dateisystemen FSx fur Lustre aktiviert. Die Durchsetzung von Kontingenten kann nicht deaktiviert
werden.

Arten von Kontingenten

Systemadministratoren mit AWS Root-Benutzeranmeldedaten kénnen die folgenden Arten von
Kontingenten erstellen:

» Ein Benutzerkontingent gilt flr einen einzelnen Benutzer. Ein Benutzerkontingent flr einen
bestimmten Benutzer kann sich von den Kontingenten anderer Benutzer unterscheiden.

» Ein Gruppenkontingent gilt fir alle Benutzer, die Mitglieder einer bestimmten Gruppe sind.

+ Ein Projektkontingent gilt fur alle Dateien oder Verzeichnisse, die einem Projekt zugeordnet sind.
Ein Projekt kann mehrere Verzeichnisse oder einzelne Dateien enthalten, die sich in verschiedenen
Verzeichnissen innerhalb eines Dateisystems befinden.

@ Note

Projektkontingente werden nur unterstitzt auf Lustre Version 2.15 auf FSx fir Lustre-
Dateisysteme.
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» Ein Blockkontingent begrenzt den Speicherplatz, den ein Benutzer, eine Gruppe oder ein Projekt
belegen kann. Sie konfigurieren die Speichergréfe in Kilobyte.

» Ein Inode-Kontingent begrenzt die Anzahl der Dateien oder Verzeichnisse, die ein Benutzer, eine
Gruppe oder ein Projekt erstellen kann. Sie konfigurieren die maximale Anzahl von Inodes als
Ganzzahl.

® Note

Standardkontingente werden nicht unterstitzt.

Wenn Sie Kontingente fir einen bestimmten Benutzer und eine Gruppe festlegen und der Benutzer
Mitglied dieser Gruppe ist, gilt die Datennutzung des Benutzers fir beide Kontingente. Es ist auch
durch beide Kontingente begrenzt. Wenn eine der Kontingentgrenzen erreicht wird, wird der Benutzer
daran gehindert, in das Dateisystem zu schreiben.

(® Note

FiUr den Root-Benutzer festgelegte Kontingente werden nicht durchgesetzt. In ahnlicher
Weise umgeht das Schreiben von Daten als Root-Benutzer mithilfe des sudo Befehls die
Durchsetzung des Kontingents.

Kontingentgrenzen und Ubergangsfristen

Amazon FSx setzt Nutzer-, Gruppen- und Projektkontingente als festes Limit oder als Soft-Limit mit
konfigurierbarem Kulanzzeitraum durch.

Das harte Limit ist das absolute Limit. Wenn Benutzer ihr festes Limit Uberschreiten, schlagt

eine Block- oder Inode-Zuweisung fehl und es wird eine Meldung angezeigt, dass das
Festplattenkontingent Gberschritten wurde. Benutzer, die ihr festes Kontingentlimit erreicht haben,
mussen genugend Dateien oder Verzeichnisse I6schen, um das Kontingentlimit zu unterschreiten,
bevor sie wieder in das Dateisystem schreiben kdnnen. Wenn ein Kulanzzeitraum festgelegt ist,
kénnen Benutzer das Soft-Limit innerhalb des Kulanzzeitraums Uberschreiten, wenn das Hard-Limit
unterschritten wird.

Fr Soft-Limits konfigurieren Sie eine Kulanzzeit in Sekunden. Das Soft-Limit muss kleiner als das
Hard-Limit sein.
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Sie kénnen unterschiedliche Ubergangsfristen fiir Inode- und Blockkontingente festlegen. Sie kénnen
auch unterschiedliche Ubergangsfristen fiir ein Benutzerkontingent, ein Gruppenkontingent und ein
Projektkontingent festlegen. Wenn Benutzer-, Gruppen- und Projektkontingente unterschiedliche
Kulanzzeitraume haben, wird das weiche Limit nach Ablauf der Kulanzzeit eines dieser Kontingente
in ein festes Limit umgewandelt.

Wenn Benutzer ein Soft-Limit Gberschreiten, FSx erlaubt Amazon ihnen, ihr Kontingent weiter zu
Uberschreiten, bis die Karenzzeit abgelaufen ist oder bis das harte Limit erreicht ist. Nach Ablauf
der Karenzzeit wird das weiche Limit in ein festes Limit umgewandelt, und Benutzer werden flr
weitere Schreibvorgange gesperrt, bis ihre Speichernutzung wieder unter die definierten Block- oder
Inode-Kontingentgrenzen fallt. Benutzer erhalten keine Benachrichtigung oder Warnung, wenn die
Kulanzfrist beginnt.

Kontingente festlegen und anzeigen

Sie legen Speicherkontingente fest mit Lustre 1fsDateisystembefehle in lhrem Linux-Terminal.
Der 1fs setquota Befehl legt Kontingentgrenzen fest und der 1fs quota Befehl zeigt
Kontingentinformationen an.

Weitere Informationen zur Lustre Quota-Befehle finden Sie im Lustre-Betriebshandbuch auf der
Lustre Website zur Dokumentation.

Festlegung von Benutzer-, Gruppen- und Projektkontingenten

Die Syntax des setquota Befehls zum Festlegen von Benutzer-, Gruppen- oder Projektkontingenten
lautet wie folgt.

1fs setquota {-u|--user|-g|--group|-p|--project} username|groupname|projectid
[-b block_softlimit] [-B block_hardlimit]
[-1i inode_softlimit] [-I inode_hardlimit]
/mount_point

Wobei qilt:

* -uoder --user gibt einen Benutzer an, fur den ein Kontingent festgelegt werden soll.
» -goder --group gibt eine Gruppe an, fur die ein Kontingent festgelegt werden soll.

* -poder --project gibt ein Projekt an, fir das ein Kontingent festgelegt werden soll.
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 -blegt ein Blockkontingent mit einem weichen Limit fest. -Blegt ein Blockkontingent mit einem
festen Limit fest. block_softlimitSowohl als auch block_hardlimit werden in Kilobyte
ausgedruckt, und der Mindestwert ist 1024 KB.

+ -ilegt ein Inode-Kontingent mit einem Soft-Limit fest. - Ilegt ein Inode-Kontingent mit einem festen
Limit fest. inode_soft1imitSowohl als auch inode_hardlimit werden in der Anzahl von
Inodes ausgedruckt, und der Mindestwert ist 1024 Inodes.

* mount_pointist das Verzeichnis, in dem das Dateisystem eingehangt wurde.

Beispiel fur ein Benutzerkontingent: Mit dem folgenden Befehl wird ein Softblock-Limit von 5.000 KB,
ein Hardblock-Limit von 8.000 KB, ein Soft-Inode-Limit von 2.000 KB und ein Hard-Inode-Limit von
3.000 KB fur das Dateisystem festgelegt, userl auf das gemountet ist. /mnt/fsx

sudo 1fs setquota -u userl -b 5000 -B 8000 -i 2000 -I 3000 /mnt/fsx

Beispiel fur ein Gruppenkontingent: Mit dem folgenden Befehl wird ein Hardblock-Limit von 100.000
KB fur die Gruppe festgelegt, die auf dem Dateisystem benannt ist, groupl auf das gemountet
wurde. /mnt/fsx

sudo 1fs setquota -g groupl -B 100000 /mnt/fsx

Beispiel fur ein Projektkontingent: Stellen Sie zunachst sicher, dass Sie den project Befehl
verwendet haben, um die gewunschten Dateien und Verzeichnisse dem Projekt zuzuordnen. Mit dem
folgenden Befehl werden beispielsweise alle Dateien und Unterverzeichnisse des /mnt/fsxfs/
dirl Verzeichnisses dem Projekt zugeordnet, dessen Projekt-ID lautet100.

sudo 1fs project -p 100 -r -s /mnt/fsxfs/dirl

Verwenden Sie dann den setquota Befehl, um das Projektkontingent festzulegen. Mit dem
folgenden Befehl wird ein Softblock-Limit von 307.200 KB, ein Hardblock-Limit von 309.200 KB, ein
Soft-Inode-Limit von 10.000 KB und ein Hard-Inode-Limit von 11.000 KB flr das Projekt 250 auf dem
Dateisystem festgelegt, auf das gemountet ist. /mnt/fsx

sudo 1fs setquota -p 250 -b 307200 -B 309200 -i 10000 -I 11000 /mnt/fsx
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Kulanzfristen festlegen

Die Standard-Nachfrist betragt eine Woche. Sie kdnnen den Standard-Kulanzzeitraum flr Benutzer,
Gruppen oder Projekte mithilfe der folgenden Syntax anpassen.

1fs setquota -t {-u|-g|-p}
[-b block_grace]
[-i inode_grace]
/mount_point

Wobei qilt:

» -tgibt an, dass ein Kulanzzeitraum festgelegt wird.
« -ulegt eine Ubergangsfrist fiir alle Benutzer fest.
+ -glegt eine Ubergangsfrist fiir alle Gruppen fest.
» -plegt eine Ubergangsfrist fiir alle Projekte fest.

- -blegt eine Ubergangsfrist fiir Blockkontingente fest. - ilegt eine Ubergangsfrist fiir Inode-
Kontingente fest. block_graceSowohl als auch inode_grace werden in ganzzahligen
Sekunden oder im XXwXXdXXhXXmXXs Format ausgedrickt.

* mount_pointist das Verzeichnis, in dem das Dateisystem eingehangt wurde.

Mit dem folgenden Befehl werden Ubergangsfristen von 1.000 Sekunden fiir
Benutzerblockkontingente und von 1 Woche und 4 Tagen flr Benutzer-Inode-Kontingente festgelegt.

sudo 1fs setquota -t -u -b 1000 -i 1lw4d /mnt/fsx

Kontingente anzeigen

Der quota Befehl zeigt Informationen zu Benutzerkontingenten, Gruppenkontingenten,
Projektkontingenten und Kulanzfristen an.

Befehl ,Quota anzeigen” Kontingentinformationen
werden angezeigt

1fs quota /mount_point Allgemeine Kontingentinformat
ionen (Festplattennutzung und
Grenzwerte) flr den Benutzer,
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Befehl ,Quota anzeigen”

1fs quota -u username /mount_point

1fs quota -u username -v /mount_point

Kontingentinformationen
werden angezeigt

der den Befehl ausfiihrt, und
fur die primare Gruppe des
Benutzers.

Allgemeine Kontingentinformat
ionen flr einen bestimmten
Benutzer. Benutzer mit AWS
Root-Benutzeranmeldedaten
kénnen diesen Befehl fir
jeden Benutzer ausfihren,
Benutzer ohne Root-Rechte
kénnen diesen Befehl jedoch
nicht ausflihren, um Kontingen
tinformationen Uber andere
Benutzer abzurufen.

Allgemeine Kontingentinformat
ionen fur einen bestimmte

n Benutzer und detaillierte
Kontingentstatistiken fur

jedes Object Storage-Ziel
(OST) und Metadatenziel
(MDT). Benutzer mit AWS
Root-Benutzeranmeldedaten
konnen diesen Befehl fur
jeden Benutzer ausfuhren,
Benutzer ohne Root-Rechte
konnen diesen Befehl jedoch
nicht ausfihren, um Kontingen
tinformationen Uber andere
Benutzer abzurufen.
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Befehl ,Quota anzeigen” Kontingentinformationen
werden angezeigt

1fs quota -g groupname /mount_point Allgemeine Kontingentinformat
ionen fur eine bestimmte
Gruppe.

1fs quota -p projectid /mount_point Allgemeine Quoteninf
ormationen flr ein bestimmtes
Projekt.

1fs quota -t -u /mount_point Ubergangszeiten fiir
Benutzerkontingente beim
Blockieren und Inoden.

1fs quota -t -g /mount_point Block- und Inode-Ube
rgangszeiten fur Gruppenko
ntingente.

1fs quota -t -p /mount_point Block- und Inode-Ube

rgangszeiten fur Projektko
ntingente.

Kontingente und mit Amazon S3 verknlpfte Buckets

Sie kénnen Ihr FSx for Lustre-Dateisystem mit einem Amazon S3 S3-Daten-Repository verknupfen.
Weitere Informationen finden Sie unter Ihr Dateisystem mit einem Amazon S3 S3-Bucket verknupfen.

Sie kénnen optional einen bestimmten Ordner oder ein Prafix innerhalb eines verknupften S3-Buckets
als Importpfad zu Ihrem Dateisystem wahlen. Wenn ein Ordner in Amazon S3 angegeben und von
S3 in lhr Dateisystem importiert wird, werden nur die Daten aus diesem Ordner auf das Kontingent
angerechnet. Die Daten des gesamten Buckets werden nicht auf die Kontingentgrenzen angerechnet.

Dateimetadaten in einem verknupften S3-Bucket werden in einen Ordner importiert, dessen Struktur
dem importierten Ordner aus Amazon S3 entspricht. Diese Dateien werden auf die Inode-Kontingente
der Benutzer und Gruppen angerechnet, denen die Dateien gehoren.
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Wenn ein Benutzer eine Datei hsm_restore verzogert oder verzogert |adt, wird die volle GréRe der
Datei auf das Blockkontingent angerechnet, das dem Eigentiimer der Datei zugewiesen ist. Wenn
Benutzer A beispielsweise eine Datei verzdgert 1adt, deren Eigentimer Benutzer B ist, werden der
Speicherplatz und die Inode-Nutzung auf das Kontingent von Benutzer B angerechnet. Wenn ein
Benutzer die FSx Amazon-API verwendet, um eine Datei freizugeben, werden die Daten ebenfalls
von den Blockquoten des Benutzers oder der Gruppe befreit, der die Datei gehort.

Da HSM-Wiederherstellungen und verzogertes Laden mit Root-Zugriff ausgefiihrt werden, umgehen
sie die Quotendurchsetzung. Sobald Daten importiert wurden, werden sie auf der Grundlage der in
S3 festgelegten Eigentumsrechte dem Benutzer oder der Gruppe angerechnet, was dazu flihren
kann, dass Benutzer oder Gruppen ihre Blocklimits tGberschreiten. In diesem Fall missen sie Dateien
freigeben, um wieder in das Dateisystem schreiben zu kénnen.

In ahnlicher Weise erstellen Dateisysteme mit aktiviertem automatischem Import automatisch neue
Inodes flir Objekte, die zu S3 hinzugefligt wurden. Diese neuen Inodes werden mit Root-Zugriff
erstellt und umgehen die Einhaltung von Kontingenten, wahrend sie erstellt werden. Diese neuen
Inodes werden auf die Benutzer und Gruppen angerechnet, je nachdem, wem das Objekt in S3
gehort. Wenn diese Benutzer und Gruppen aufgrund der automatischen Importaktivitat inre Inode-
Kontingente Gberschreiten, missen sie Dateien |[6schen, um zusatzliche Kapazitat freizugeben und
ihre Kontingentgrenzen zu unterschreiten.

Kontingente und Wiederherstellung von Backups

Wenn Sie ein Backup wiederherstellen, werden die Kontingenteinstellungen des urspringlichen
Dateisystems im wiederhergestellten Dateisystem implementiert. Wenn beispielsweise Kontingente
in Dateisystem A festgelegt sind und Dateisystem B aus einer Sicherung von Dateisystem A erstellt
wird, werden die Kontingente von Dateisystem A in Dateisystem B durchgesetzt.

Verwaltung der Speicherkapazitat

Sie konnen die SSD- oder HDD-Speicherkapazitat erhohen, die auf lnrem FSx for Lustre-Dateisystem
konfiguriert ist, wenn Sie zusatzlichen Speicherplatz und Durchsatz benétigen. Da der Durchsatz
eines FSx for Lustre-Dateisystems linear mit der Speicherkapazitat skaliert, erzielen Sie auch eine
vergleichbare Steigerung der Durchsatzkapazitat. Um die Speicherkapazitat zu erhéhen, kdnnen Sie
die FSx Amazon-Konsole, die AWS Command Line Interface (AWS CLI) oder die FSx Amazon-API
verwenden.

Wenn Sie eine Aktualisierung der Speicherkapazitat Ihres Dateisystems anfordern, figt Amazon
FSx automatisch neue Netzwerk-Dateiserver hinzu und skaliert Inren Metadatenserver. Wahrend
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der Skalierung der Speicherkapazitat ist das Dateisystem maoglicherweise flir einige Minuten nicht
verfligbar. Dateioperationen, die von Clients ausgefiuhrt werden, wahrend das Dateisystem nicht
verflugbar ist, werden auf transparente Weise wiederholt und sind schlieRlich erfolgreich, nachdem die
Speicherskalierung abgeschlossen ist. Wahrend der Zeit, in der das Dateisystem nicht verflgbar ist,
wird der Dateisystemstatus auf gesetzt. UPDATING Sobald die Speicherskalierung abgeschlossen ist,
wird der Dateisystemstatus auf gesetztAVAILABLE.

Amazon fuhrt FSx dann einen Speicheroptimierungsprozess durch, der die Daten auf transparente
Weise auf die vorhandenen und neu hinzugefugten Dateiserver verteilt. Der Rebalancing wird im
Hintergrund durchgeflhrt, ohne dass sich dies auf die Verfugbarkeit des Dateisystems auswirkt.
Beim Rebalancing kann es zu einer verminderten Leistung des Dateisystems kommen, da
Ressourcen fur die Datenverschiebung verbraucht werden. Bei den meisten Dateisystemen dauert
die Speicheroptimierung einige Stunden bis zu einigen Tagen. Wahrend der Optimierungsphase
konnen Sie auf |hr Dateisystem zugreifen und es verwenden.

Sie kénnen den Fortschritt der Speicheroptimierung jederzeit Uber die FSx Amazon-Konsole, CLI und
API verfolgen. Weitere Informationen finden Sie unter Uberwachung: Die Speicherkapazitt steigt.

Themen

« Uberlegungen zur Erhéhung der Speicherkapazitit

Wann sollte die Speicherkapazitat erhéht werden

» Wie werden gleichzeitige Speicherskalierungs- und Backup-Anfragen behandelt

Erhéhung der Speicherkapazitat

« Uberwachung: Die Speicherkapazitt steigt

Uberlegungen zur Erhéhung der Speicherkapazitat

Hier sind einige wichtige Punkte, die Sie bei der Erh6hung der Speicherkapazitat bertcksichtigen
sollten:

* Nur erhdhen — Sie kdnnen nur die Speicherkapazitat fur ein Dateisystem erhdhen; Sie kdnnen die
Speicherkapazitat nicht verringern.

 Inkremente erhdhen — Wenn Sie die Speicherkapazitat erhdhen, verwenden Sie die im Dialogfeld
Speicherkapazitat erhdhen aufgeflhrten Stufen.

» Zeit zwischen Erhéhungen — Sie kdnnen die Speicherkapazitat in einem Dateisystem erst 6
Stunden, nachdem die letzte Erhéhung angefordert wurde, weiter erhdhen.
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» Durchsatzkapazitat — Sie erhéhen automatisch die Durchsatzkapazitat, wenn Sie die
Speicherkapazitat erhéhen. Bei persistenten HDD-Dateisystemen mit SSD-Cache wird die Lese-
Cache-Speicherkapazitat ebenfalls erhoht, um einen SSD-Cache aufrechtzuerhalten, der auf 20
Prozent der Festplattenspeicherkapazitat ausgelegt ist. Amazon FSx berechnet die neuen Werte
fur die Lager- und Durchsatzkapazitatseinheiten und listet sie im Dialogfeld Speicherkapazitat
erhéhen auf.

® Note

Sie kénnen die Durchsatzkapazitat eines persistenten SSD-basierten Dateisystems
unabhangig andern, ohne die Speicherkapazitat des Dateisystems aktualisieren

zu mussen. Weitere Informationen finden Sie unter Verwaltung der bereitgestellten
Durchsatzkapazitat.

 Bereitstellungstyp — Sie kdnnen die Speicherkapazitat aller Bereitstellungstypen mit Ausnahme
von Scratch-1-Dateisystemen erhdhen.

Wann sollte die Speicherkapazitat erhoht werden

Erhéhen Sie die Speicherkapazitat lhres Dateisystems, wenn die freie Speicherkapazitat knapp

wird. Verwenden Sie die FreeStorageCapacity CloudWatch Metrik, um die Menge an freiem
Speicherplatz zu GUberwachen, der im Dateisystem verfugbar ist. Sie kbnnen einen CloudWatch
Amazon-Alarm fir diese Metrik erstellen und sich benachrichtigen lassen, wenn sie einen bestimmten
Schwellenwert unterschreitet. Weitere Informationen finden Sie unter Uberwachung mit Amazon
CloudWatch.

Sie kénnen CloudWatch Metriken verwenden, um die laufende Durchsatznutzung lhres Dateisystems
zu Uberwachen. Wenn Sie feststellen, dass Ihr Dateisystem eine hdhere Durchsatzkapazitat
bendtigt, kdnnen Sie anhand der Metrikinformationen entscheiden, um wie viel die Speicherkapazitat
erhdht werden soll. Informationen dartber, wie Sie den aktuellen Durchsatz Ihres Dateisystems
ermitteln kdnnen, finden Sie unterSo verwenden Sie Amazon FSx for Lustre-Metriken CloudWatch .
Informationen dartber, wie sich die Speicherkapazitat auf die Durchsatzkapazitat auswirkt, finden Sie

unterLeistung von Amazon FSx for Lustre.

Sie kénnen die Speicherkapazitat und den Gesamtdurchsatz lhres Dateisystems auch im Bereich
Zusammenfassung auf der Seite mit den Dateisystemdetails einsehen.
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Wie werden gleichzeitige Speicherskalierungs- und Backup-Anfragen
behandelt

Sie kénnen ein Backup anfordern, kurz bevor ein Speicherskalierungs-Workflow beginnt oder
wahrend dieser ausgefuhrt wird. Die Reihenfolge, in der Amazon die beiden Anfragen FSx bearbeitet,
ist wie folgt:

* Wenn ein Speicherskalierungs-Workflow lauft (Speicherskalierungsstatus ist IN_PROGRESS
und Dateisystemstatus istUPDATING) und Sie ein Backup anfordern, wird die Backup-
Anfrage in die Warteschlange gestellt. Die Backup-Aufgabe wird gestartet, wenn sich die
Speicherskalierung in der Speicheroptimierungsphase befindet (der Speicherskalierungsstatus ist
UPDATED_OPTIMIZING und der Dateisystemstatus istAVAILABLE).

* Wenn das Backup gerade lauft (Backup-Status istCREATING) und Sie eine Speicherskalierung
anfordern, wird die Speicherskalierungsanforderung in die Warteschlange gestellt. Der
Speicherskalierungs-Workflow wird gestartet, wenn Amazon FSx das Backup auf Amazon S3
Ubertragt (Backup-Status istTRANSFERRING).

Wenn eine Speicherskalierungsanforderung aussteht und auch eine Dateisystem-Backup-Anfrage
aussteht, hat die Backup-Aufgabe eine hoéhere Prioritat. Die Speicherskalierungsaufgabe wird erst
gestartet, wenn die Sicherungsaufgabe abgeschlossen ist.

Erhéhung der Speicherkapazitat

Sie kénnen die Speicherkapazitat eines Dateisystems mithilfe der FSx Amazon-Konsole AWS CLI,
der oder der FSx Amazon-API erhdhen.

Um die Speicherkapazitat fir ein Dateisystem (Konsole) zu erhéhen

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Navigieren Sie zu Dateisysteme und wahlen Sie das Lustre Dateisystem aus, fur das Sie die
Speicherkapazitat erhdhen mochten.

3.  Wahlen Sie unter Aktionen die Option Speicherkapazitat aktualisieren aus. Oder wahlen Sie im
Ubersichtsbereich neben der Speicherkapazitat des Dateisystems die Option Aktualisieren aus,
um das Dialogfeld ,Speicherkapazitat erhbhen® anzuzeigen.

4. Geben Sie fur Gewiunschte Speicherkapazitat eine neue Speicherkapazitat in GiB an, die groRer
ist als die aktuelle Speicherkapazitat des Dateisystems:
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» FUr ein persistentes SSD- oder Scratch-2-Dateisystem muss dieser Wert ein Vielfaches von
2400 GiB sein.

» Fur ein persistentes HDD-Dateisystem muss dieser Wert ein Vielfaches von 6000 GiB fur 12
MBps /TiB-Dateisysteme und ein Vielfaches von 1800 GiB fir 40 MBps /TiB-Dateisysteme
sein.

» Fur ein EFA-fahiges Dateisystem muss dieser Wert ein Vielfaches von 38400 GiB fur MBps
125-/TiB-Dateisysteme, ein Vielfaches von 19200 GiB fur 250-/TiB-Dateisysteme, ein
Vielfaches von 9600 MBps GiB flr 500/TiB-Dateisysteme und ein Vielfaches von 4800 GiB flr
MBps 1000/TiB-Dateisysteme sein. MBps

® Note

Sie kénnen die Speicherkapazitat von Scratch-1-Dateisystemen nicht erhéhen.

5. Wahlen Sie Update, um die Aktualisierung der Speicherkapazitat zu starten.

6. Sie kénnen den Aktualisierungsfortschritt auf der Detailseite der Dateisysteme auf der
Registerkarte Updates Uberwachen.
Um die Speicherkapazitat fur ein Dateisystem (CLI) zu erhéhen

1.  Verwenden Sie den AWS CLI Befehl update-file-system, um die Speicherkapazitat FSx fir ein for
Lustre-Dateisystem zu erhdéhen. Legen Sie die folgenden Parameter fest:

Geben --file-system-id Sie die ID des Dateisystems ein, das Sie aktualisieren.

Auf - -storage-capacity einen ganzzahligen Wert gesetzt, der den Betrag der Erh6hung
der Speicherkapazitat in GiB angibt. Fur ein persistentes SSD- oder Scratch-2-Dateisystem
muss dieser Wert ein Vielfaches von 2400 sein. Fur ein persistentes HDD-Dateisystem muss
dieser Wert ein Vielfaches von 6000 flir MBps 12-TiB-Dateisysteme und ein Vielfaches von
1800 fir MBps 40-TiB-Dateisysteme sein. Der neue Zielwert muss grofier als die aktuelle
Speicherkapazitat des Dateisystems sein.

Dieser Befehl gibt einen Zielwert fiir die Speicherkapazitat von 9600 GiB fir ein persistentes
SSD- oder Scratch-2-Dateisystem an.

$ aws fsx update-file-system \
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--file-system-id fs-0123456789abcdef® \
--storage-capacity 9600

2. Sie kénnen den Fortschritt des Updates mithilfe des AWS CLI Befehls describe-file-
systemsiiberwachen. Suchen Sie administrative-actions in der Ausgabe nach dem.

Weitere Informationen finden Sie unter AdministrativeAction.

Uberwachung: Die Speicherkapazitat steigt

Sie kénnen den Fortschritt einer Erhdhung der Speicherkapazitat mithilfe der FSx Amazon-Konsole,
der API oder der iUberwachen AWS CLI.

Uberwachung von Zunahmen in der Konsole

Auf der Registerkarte Updates auf der Seite mit den Dateisystemdetails kdnnen Sie die 10 neuesten
Updates flir jeden Updatetyp einsehen.

Sie kénnen die folgenden Informationen einsehen:
Art der Aktualisierung

Unterstitzte Typen sind Speicherkapazitat und Speicheroptimierung.

Zielwert

Der gewlnschte Wert, auf den die Speicherkapazitat des Dateisystems aktualisiert werden soll.

Status

Der aktuelle Status der Speicherkapazitat wird aktualisiert. Die mdglichen Werte lauten wie folgt:

» Ausstehend — Amazon FSx hat die Aktualisierungsanfrage erhalten, aber noch nicht mit der
Bearbeitung begonnen.

* In Bearbeitung — Amazon bearbeitet FSx die Aktualisierungsanfrage.

+ Aktualisiert; Optimierung — Amazon FSx hat die Speicherkapazitat des Dateisystems erhoht.
Bei der Speicheroptimierung werden nun die Daten auf den Dateiservern neu verteilt.

» Abgeschlossen — Die Erhéhung der Speicherkapazitat wurde erfolgreich abgeschlossen.

* Fehlgeschlagen — Die Erhdhung der Speicherkapazitat ist fehlgeschlagen. Wahlen Sie
das Fragezeichen (? ), um Informationen daruber zu erhalten, warum das Speicherupdate
fehlgeschlagen ist.
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Fortschritt%

Zeigt den Fortschritt des Speicheroptimierungsprozesses in Prozent als abgeschlossen an.

Uhrzeit der Anfrage

Der Zeitpunkt, zu dem Amazon die Anfrage zur Aktualisierungsaktion FSx erhalten hat.

Die Uberwachung nimmt mit der APl AWS CLI und zu

Mithilfe des describe-file-systems AWS CLI Befehls und der DescribeFileSystemsAPI-Aktion kénnen
Sie Anfragen zur Erh6hung der Speicherkapazitat des Dateisystems anzeigen und tberwachen.

Das AdministrativeActions Array listet die 10 letzten Aktualisierungsaktionen fir jeden
administrativen Aktionstyp auf. Wenn Sie die Speicherkapazitat eines Dateisystems erhdhen,
AdministrativeActions werden zwei generiert: eine Aktion FILE_SYSTEM_UPDATE und eine
STORAGE_OPTIMIZATION Aktion.

Das folgende Beispiel zeigt einen Auszug der Antwort auf einen describe-file-systems CLI-Befehl.
Das Dateisystem hat eine Speicherkapazitat von 4800 GB, und eine Verwaltungsmalihahme zur
Erhéhung der Speicherkapazitat auf 9600 GB steht noch aus.

"FileSystems": [

{
"OwnerId": "111122223333",

"StorageCapacity": 4800,
"AdministrativeActions": [

{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"RequestTime": 1581694764.757,
"Status": "PENDING",
"TargetFileSystemValues": {
"StorageCapacity": 9600
}
},
{

"AdministrativeActionType": "STORAGE_OPTIMIZATION",
"RequestTime": 1581694764.757,
"Status": "PENDING",
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Amazon FSx verarbeitet die FILE_SYSTEM_UPDATE Aktion zuerst und figt dem Dateisystem neue
Dateiserver hinzu. Wenn der neue Speicher flr das Dateisystem verfigbar ist, andert sich der
FILE_SYSTEM_UPDATE Status inUPDATED_OPTIMIZING. Die Speicherkapazitat zeigt den neuen
gréleren Wert an und Amazon FSx beginnt mit der Verarbeitung der STORAGE_OPTIMIZATION
administrativen Aktion. Dies wird im folgenden Auszug aus der Antwort auf einen describe-file-
systems CLI-Befehl gezeigt.

Die ProgressPercent Eigenschaft zeigt den Fortschritt des Speicheroptimierungsprozesses an.
Nachdem der Speicheroptimierungsprozess erfolgreich abgeschlossen wurde, andert sich der Status
der FILE_SYSTEM_UPDATE Aktion inCOMPLETED, und die STORAGE_OPTIMIZATION Aktion wird
nicht mehr angezeigt.

"FileSystems": [
{
"OwnerId": "111122223333",

"StorageCapacity": 9600,
"AdministrativeActions": [

{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"RequestTime": 1581694764.757,
"Status": "UPDATED_OPTIMIZING",
"TargetFileSystemValues": {
"StorageCapacity": 9600
}
},
{
"AdministrativeActionType": "STORAGE_OPTIMIZATION",
"RequestTime": 1581694764.757,
"Status": "IN_PROGRESS",
"ProgressPercent": 50,
}
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Wenn die Erh6hung der Speicherkapazitat fehlschlagt, andert sich der Status der
FILE_SYSTEM_UPDATE Aktion inFAILED. Die FailureDetails Eigenschaft enthalt Informationen
Uber den Fehler, wie im folgenden Beispiel dargestellt.

"FileSystems": [

{
"OwnerId": "111122223333",

"StorageCapacity": 4800,
"AdministrativeActions": [

{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"FailureDetails": {
"Message": "string"
I
"RequestTime": 1581694764.757,
"Status": "FAILED",
"TargetFileSystemValues":
"StorageCapacity": 9600

Verwaltung des bereitgestellten SSD-Lesecache

Wenn Sie ein Dateisystem mit der Intelligent-Tiering-Speicherklasse erstellen, haben Sie die
Moglichkeit, auch einen SSD-basierten Lesecache bereitzustellen, der SSD-Latenzen fir
Lesevorgange |hrer haufig aufgerufenen Daten bietet, bis zu 3 IOPS pro GiB.

Sie kénnen Ihren SSD-Lesecache fir Daten, auf die haufig zugegriffen wird, mit einer der folgenden
Optionen fur den GréRenmodus konfigurieren:

» Automatisch (proportional zur Durchsatzkapazitat). Mit Automatisch wahlt Amazon FSx for
Lustre automatisch eine SSD-Datenlese-CachegroRe auf der Grundlage der bereitgestellten
Durchsatzkapazitat aus.

+ Benutzerdefiniert (vom Benutzer bereitgestellt). Mit Benutzerdefiniert kdnnen Sie die Grolke lhres
SSD-Lesecaches anpassen und ihn je nach den Anforderungen Ihres Workloads jederzeit nach
oben oder unten skalieren.
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» Wahlen Sie Kein Cache, wenn Sie in Ihrem Dateisystem keinen SSD-Datenlese-Cache verwenden
mochten.

Im Modus Automatisch (proportional zur Durchsatzkapazitat) stellt Amazon FSx automatisch die
folgende Standard-Lese-Cache-Grole bereit, die auf der Durchsatzkapazitat lhres Dateisystems
basiert.
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Nachdem |hr Dateisystem erstellt wurde, kbnnen Sie den Grélkenmodus und die Speicherkapazitat
Ihres Lesecaches jederzeit andern.

Themen

« Uberlegungen bei der Aktualisierung des SSD-Lesecaches

 Aktualisierung eines bereitgestellten SSD-Lesecaches

« Uberwachung von SSD-Lese-Cache-Updates

Uberlegungen bei der Aktualisierung des SSD-Lesecaches

Hier sind einige wichtige Uberlegungen bei der Anderung Ihres SSD-Datenlesecaches:
» Jedes Mal, wenn Sie den SSD-Lesecache andern, wird sein gesamter Inhalt geléscht. Dies
bedeutet, dass die Leistung moglicherweise abnimmt, bis der SSD-Lesecache wieder aufgeflillt ist.

» Sie kdnnen die Kapazitat eines SSD-Lesecaches erhdhen oder verringern. Sie kdnnen dies jedoch
nur einmal alle sechs Stunden tun. Es gibt keine zeitliche Beschrankung beim Hinzufligen oder
Entfernen eines SSD-Lesecaches zu lhrem Dateisystem.

- Sie missen die GréRe Ihres SSD-Lesecaches bei jeder Anderung um mindestens 10% erhdhen
oder verringern.

Aktualisierung eines bereitgestellten SSD-Lesecaches

Sie kdnnen lhren SSD-Datenlese-Cache mithilfe der FSx Amazon-Konsole AWS CLI, der oder der
FSx Amazon-API aktualisieren.

Um den SSD-Lesecache fir ein Intelligent-Tiering-Dateisystem (Konsole) zu aktualisieren

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im linken Navigationsbereich die Option Dateisysteme aus. Wahlen Sie in der Liste
Dateisysteme das FSx for Lustre-Dateisystem aus, fir das Sie den SSD-Lesecache aktualisieren
mochten.

3. SSD Wihlen Sie im Ubersichtsbereich neben dem SSD-Lesecache-Wert des Dateisystems die
Option Aktualisieren aus.

Das Dialogfeld ,SSD-Lesecache aktualisieren® wird angezeigt.

Uberlegungen bei der Aktualisierung des SSD-Lesecaches 222


https://console.aws.amazon.com/fsx/

FSx fur Lustre Lustre-Benutzerhandbuch

4. Wahlen Sie den neuen Groftenmodus, den Sie fir Ihren Datenlesecache verwenden mochten,
wie folgt aus:

» Wahlen Sie Automatisch (proportional zur Durchsatzkapazitat), damit Ihr Datenlese-Cache
automatisch an Ihre Durchsatzkapazitat angepasst wird.

» Wahlen Sie Benutzerdefiniert (vom Benutzer bereitgestellt), wenn Sie die ungefahre Grolle
Ihres Datensatzes kennen und lhren Datenlese-Cache anpassen mdchten. Wenn Sie
Benutzerdefiniert wahlen, missen Sie auch die gewilinschte Lese-Cache-Kapazitat in GiB
angeben.

» Wahlen Sie Keine aus, wenn Sie keinen SSD-Datenlesecache mit lhrem Intelligent-Tiering-
Dateisystem verwenden mochten.

5. Wahlen Sie Aktualisieren.

So aktualisieren Sie den SSD-Lesecache fur ein Intelligent-Tiering-Dateisystem (CLI)

Verwenden Sie den AWS CLI Befehl update-file-systemoder die entsprechende API-Aktion, um den
SSD-Datenlesecache fir ein Intelligent-Tiering-Dateisystem zu aktualisieren. UpdateFileSystem
Legen Sie die folgenden Parameter fest:

* Geben Sie --file-system-id die ID des Dateisystems ein, das Sie aktualisieren.

» Verwenden Sie die --1lustre-configuration DataReadCacheConfiguration Eigenschaft,
um lhren SSD-Lesecache zu andern. Diese Eigenschaft hat zwei Parameter SizeGiB
undSizingMode:

» SizeGiB - Legt die Grole Ihres SSD-Lesecaches in GiB fest, wenn Sie USER_PROVISIONED
den Modus verwenden.

» SizingMode- Legt den Gréllenmodus Ihres SSD-Lesecaches fest.

» Stellen Sie diese NO_CACHE Option ein, wenn Sie keinen SSD-Lesecache mit lhrem
Intelligent-Tiering-Dateisystem verwenden méchten.

+ Stellen Sie auf einUSER_PROVISIONED, um die genaue Gréle Ihres SSD-Lesecaches
anzugeben.

» Stellen Sie einPROPORTIONAL_TO_THROUGHPUT_CAPACITY, dass Ihr SSD-Datenlese-Cache
automatisch auf der Grundlage lhrer Durchsatzkapazitat dimensioniert wird.

Im folgenden Beispiel wird der SSD-Lesecache auf USER_PROVISIONED Modus aktualisiert und die
GrolRe auf 524288 GiB festgelegt.
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aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--lustre-configuration
'DataReadCacheConfiguration={SizeGiB=524288,SizingMode=USER_PROVISIONED}'

Verwenden Sie den Befehl, um den Fortschritt des Updates zu tGberwachen. describe-file-systems
AWS CLI Suchen Sie in der Ausgabe nach dem AdministrativeActions Abschnitt.

Weitere Informationen finden Sie AdministrativeActionin der Amazon FSx API-Referenz.

Uberwachung von SSD-Lese-Cache-Updates

Sie kénnen den Fortschritt eines SSD-Lese-Cache-Updates mithilfe der FSx Amazon-Konsole, der
API oder der tberwachen AWS CLI.

Updates in der Konsole Gberwachen

Sie kénnen Dateisystemupdates auf der Registerkarte Updates auf der Seite mit den
Dateisystemdetails Gberwachen.

Flr SSD-Lesecache-Updates kénnen Sie die folgenden Informationen einsehen:

Art des Updates

Unterstitzte Typen sind der SSD-Lesecache-Grélkenmodus und die SSD-Lesecache-GroRe.

Zielwert

Der aktualisierte Wert fir den SSD-Lesecache-GrofRenmodus oder die SSD-Lesecache-Grofie
des Dateisystems.

Status

Der aktuelle Status des Updates. Die moglichen Werte lauten wie folgt:

» Ausstehend — Amazon FSx hat die Aktualisierungsanfrage erhalten, aber noch nicht mit der
Bearbeitung begonnen.

 In Bearbeitung — Amazon bearbeitet FSx die Aktualisierungsanfrage.
» Abgeschlossen — Das Update wurde erfolgreich abgeschlossen.

+ Fehlgeschlagen — Die Aktualisierungsanforderung ist fehlgeschlagen. Wahlen Sie das
Fragezeichen (? ), um Details dariber zu sehen, warum die Anfrage fehlgeschlagen ist.
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Uhrzeit der Anfrage

Der Zeitpunkt, zu dem Amazon die Anfrage zur Aktualisierungsaktion FSx erhalten hat.

Uberwachung von SSD-Lese-Cache-Updates mit der AWS CLI AND-API

Mithilfe des describe-file-systems AWS CLI Befehls und der DescribeFileSystemsAPI-Operation
kénnen Sie SSD-Lesecache-Aktualisierungsanforderungen des Dateisystems anzeigen und
Uberwachen. Das AdministrativeActions Array listet die 10 neuesten Aktualisierungsaktionen
fur jeden administrativen Aktionstyp auf. Wenn Sie den SSD-Lesecache eines Dateisystems
aktualisieren, FILE_SYSTEM_UPDATE AdministrativeActions wird ein generiert.

Das folgende Beispiel zeigt einen Auszug der Antwort auf einen describe-file-systems
CLI-Befehl. Im Dateisystem steht eine administrative Aktion zur Anderung des SSD-Lesecache-
Grollenmodus auf USER_PROVISIONED und der SSD-Lesecachegrole auf 524288 aus.

"AdministrativeActions": [
{

"AdministrativeActionType": "FILE_SYSTEM_UPDATE",

"RequestTime": 1586797629.095,

"Status": "PENDING",

"TargetFileSystemValues": {

"LustreConfiguration": {
"DataReadCacheConfiguration": {

"SizingMode": "USER_PROVISIONED"
"SizeGiB": 524288,

Wenn die neue SSD-Lesecache-Konfiguration flr das Dateisystem verfugbar ist, andert sich der
FILE_SYSTEM_UPDATE Status in. COMPLETED Wenn die Aktualisierungsanforderung flr den SSD-
Lesecache fehlschlagt, andert sich der Status der FILE_SYSTEM_UPDATE Aktion inFAILED.

Verwaltung der Metadaten-Performance

Sie kénnen die Metadatenkonfiguration lhres FSx for Lustre-Dateisystems aktualisieren,
ohne dass |hre Endbenutzer oder Anwendungen gestort werden, indem Sie die FSx Amazon-
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Konsole, die FSx Amazon-APIl oder AWS Command Line Interface (AWS CLI) verwenden. Das
Aktualisierungsverfahren erhéht die Anzahl der bereitgestellten Metadaten-IOPS fir lhr Dateisystem.

® Note

Verbesserte Metadaten sind nur fur 2.15-Dateisysteme verfligbar. Sie kdnnen die Leistung
von Metadaten nur FSx fir Lustre-Dateisysteme erhéhen, die mit dem Bereitstellungstyp
Persistent 2 und einer angegebenen Metadatenkonfiguration erstellt wurden. Sie kbnnen

die Metadatenkonfiguration fir ein FSx for Lustre-Dateisystem nicht hinzufligen oder
aktualisieren, wenn die Metadatenkonfiguration bei der Erstellung des Dateisystems nicht
angegeben wurde. Dies gilt auch fir Dateisysteme, die aus Backups von 2.12-Dateisystemen
wiederhergestellt wurden, die keine verbesserte Metadaten-Performance unterstitzten, oder
aus 2.15-Dateisystemen, fur die keine Metadatenkonfiguration angegeben war.

Die erhdhte Metadaten-Performance Ihres Dateisystems ist innerhalb weniger Minuten einsatzbereit.
Sie kénnen die Leistung der Metadaten jederzeit aktualisieren, sofern die Anfragen zur Steigerung
der Metadatenleistung mindestens 6 Stunden auseinander liegen. Wahrend der Skalierung

der Metadatenleistung ist das Dateisystem mdéglicherweise fir einige Minuten nicht verflgbar.
Dateioperationen, die von Clients ausgefiihrt werden, wahrend das Dateisystem nicht verfligbar ist,
werden auf transparente Weise wiederholt und sind schlie3lich erfolgreich, wenn die Skalierung der
Metadaten-Leistung abgeschlossen ist. Die Leistungssteigerung der neuen Metadaten wird Ihnen in
Rechnung gestellt, sobald sie lhnen zur Verfligung steht.

Sie kénnen den Fortschritt einer Leistungssteigerung bei Metadaten jederzeit mithilfe der FSx
Amazon-Konsole, CLI und API verfolgen. Weitere Informationen finden Sie unter Uberwachung von
Aktualisierungen der Metadaten-Konfiguration.

Themen

 LustreKonfiguration der Metadaten-Leistung

- Uberlegungen zur Steigerung der Metadaten-Performance

« Wann sollte die Leistung von Metadaten erhdht werden

» Steigerung der Leistung von Metadaten

« Andern des Metadaten-Konfigurationsmodus

- Uberwachung von Aktualisierungen der Metadaten-Konfiguration
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LustreKonfiguration der Metadaten-Leistung

Die Anzahl der bereitgestellten Metadaten-IOPS bestimmt die maximale Rate von
Metadatenoperationen, die vom Dateisystem unterstiutzt werden kdnnen.

Wenn Sie das Dateisystem erstellen, wahlen Sie einen Metadaten-Konfigurationsmodus:

» Fur SSD-Dateisysteme kdnnen Sie den Modus Automatisch wahlen, wenn Amazon FSx die
Metadaten-IOPS auf Inrem Dateisystem basierend auf der Speicherkapazitat Ihres Dateisystems
automatisch bereitstellen und skalieren soll. Beachten Sie, dass Intelligent-Tiering-Dateisysteme
den automatischen Modus nicht unterstutzen.

» Fur SSD-Dateisysteme kdnnen Sie vom Benutzer bereitgestellt wahlen, wenn Sie die Anzahl der
Metadaten-lIOPS angeben moéchten, die fir Ihr Dateisystem bereitgestellt werden sollen.

» FuUr Intelligent-Tiering-Dateisysteme mussen Sie den Modus Benutzerbereitgestellt wahlen. Im vom
Benutzer bereitgestellten Modus kénnen Sie die Anzahl der Metadaten-lIOPS angeben, die fir lhr
Dateisystem bereitgestellt werden sollen.

Auf SSD-Dateisystemen kénnen Sie jederzeit vom automatischen Modus in den vom Benutzer
bereitgestellten Modus wechseln. Sie kbnnen auch vom Modus ,Benutzerbereitgestellt” in den Modus
»2Automatisch“ wechseln, wenn die Anzahl der auf lnrem Dateisystem bereitgestellten Metadaten-
IOPS der Standardanzahl der im automatischen Modus bereitgestellten Metadaten-IOPS entspricht.
Intelligent-Tiering-Dateisysteme unterstiutzen nur den vom Benutzer bereitgestellten Modus, sodass
Sie nicht zwischen den Konfigurationsmodi fir Metadaten wechseln kénnen.

Gultige IOPS-Werte fur Metadaten lauten wie folgt:

» Fur SSD-Dateisysteme sind gultige Metadaten-IOPS-Werte 1500, 3000, 6000 und Vielfache von
12000 bis zu einem Maximum von 192000 gultig.

» Fur Intelligent-Tiering-Dateisysteme sind die gultigen Metadaten-lOPS-Werte 6000 und 12000
gultig.

Wenn die Metadaten-Performance lhres Workloads die Anzahl der im automatischen Modus
bereitgestellten Metadaten-IOPS Ubersteigt, kdbnnen Sie den vom Benutzer bereitgestellten Modus
verwenden, um den Metadaten-lIOPS-Wert fUr Ihr Dateisystem zu erhdhen.

Sie konnen den aktuellen Wert der Metadatenserverkonfiguration des Dateisystems wie folgt
anzeigen:
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 Mithilfe der Konsole — Im Bereich Zusammenfassung der Seite mit den Dateisystemdetails werden
im Feld Metadaten-IOPS der aktuelle Wert der bereitgestellten Metadaten-IOPS und der aktuelle
Metadaten-Konfigurationsmodus des Dateisystems angezeigt.

» Verwenden der CLI oder APl — Verwenden Sie den describe-file-systemsCLI-Befehl oder die
DescribeFileSystemsAPI-Operation und suchen Sie nach der MetadataConfiguration
Eigenschaft.

Uberlegungen zur Steigerung der Metadaten-Performance

Im Folgenden sind einige wichtige Uberlegungen zur Steigerung der Leistung lhrer Metadaten
aufgefluhrt:

» Nur Steigerung der Metadaten-Performance — Sie kdnnen nur die Anzahl der Metadaten-IOPS fir
ein Dateisystem erh6éhen; Sie kénnen die Anzahl der Metadaten-IOPS nicht verringern.

* Die Angabe von Metadaten-IOPS im Automatikmodus wird nicht unterstitzt — Sie kdnnen
die Anzahl der Metadaten-IOPS in einem Dateisystem, das sich im automatischen Modus
befindet, nicht angeben. Sie missen in den vom Benutzer bereitgestellten Modus wechseln
und dann die Anfrage stellen. Weitere Informationen finden Sie unter Andern des Metadaten-
Konfigurationsmodus.

» Metadaten-IOPS fir Daten, die vor der Skalierung geschrieben wurden — Wenn Metadaten-IOPS
auf Uber 12000 skaliert werden, flgt FSx for Lustre Ihrem Dateisystem neue Metadatenserver
hinzu. Neue Metadaten werden automatisch auf alle Server verteilt, um die Leistung zu verbessern.
Vorhandene Metadaten und Unterverzeichnisse, die vor der Skalierung erstellt wurden, verbleiben
jedoch auf den Originalservern, ohne dass sich die Metadaten-IOPS erhéhen.

» Zeit zwischen Erhéhungen — Sie kdnnen die Leistung von Metadaten in einem Dateisystem erst 6
Stunden, nachdem die letzte Erhéhung angefordert wurde, weiter erhéhen.

+ Gleichzeitige Erhdhung der Metadatenleistung und Erhéhung des SSD-Speichers — Sie kénnen
die Metadatenleistung und die Speicherkapazitat des Dateisystems nicht gleichzeitig skalieren.

Wann sollte die Leistung von Metadaten erhoht werden

Erhéhen Sie die Anzahl der Metadaten-IOPS, wenn Sie Workloads ausfiihren missen, die eine
héhere Metadaten-Performance erfordern als die, die standardmaRig in lhrem Dateisystem
bereitgestellt wird. Sie kénnen die Leistung lhrer Metadaten auf dem tUberwachen, AWS-
Managementkonsole indem Sie das Metadata IOPS Utilization Diagramm verwenden,
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das den Prozentsatz der Leistung des bereitgestellten Metadatenservers angibt, den Sie in Ihrem
Dateisystem verbrauchen.

Sie kénnen die Leistung Ihrer Metadaten auch anhand CloudWatch detaillierterer

Messwerte Uberwachen. CloudWatch Zu den Metriken gehdéren DiskReadOperations
undDiskWriteOperations, die das Volumen der Metadaten-Serveroperationen angeben, fir die
Festplatten-E/A erforderlich ist, sowie detaillierte Metriken fiir Metadatenvorgange, einschlief3lich
Datei- und Verzeichniserstellung, Statistiken, Lese- und Léschvorgange. Weitere Informationen
finden Sie unter FSx fur Lustre-Metadatenmetriken.

Steigerung der Leistung von Metadaten

Sie kdnnen die Metadaten-Performance eines Dateisystems erhéhen, indem Sie die FSx Amazon-
Konsole AWS CLI, die oder die FSx Amazon-API| verwenden.

Um die Metadaten-Performance flr ein Dateisystem (Konsole) zu erhéhen

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im linken Navigationsbereich die Option Dateisysteme aus. Wahlen Sie in der Liste
Dateisysteme das FSx for Lustre-Dateisystem aus, fur das Sie die Metadaten-Performance
erhdhen mochten.

3. Wahlen Sie fir Aktionen die Option Metadaten aktualisieren IOPS aus. Oder wahlen Sie im
Ubersichtsbereich neben dem Feld Metadaten-IOPS des Dateisystems die Option Aktualisieren
aus.

Das Dialogfeld ,Metadaten-IOPS aktualisieren® wird angezeigt.
4. Wahlen Sie Vom Benutzer bereitgestellt aus.
5. Wahlen Sie fir Desired Metadata IOPS den neuen Metadaten-lOPS-Wert aus. Der von Ihnen
eingegebene Wert muss groflier oder gleich dem aktuellen IOPS-Wert flir Metadaten sein.
* Fur SSD-Dateisysteme sind die Werte1500,, 3000 600012000, und ein Vielfaches von
12000 bis zu einem Maximum von gultig. 192000
* Fur Intelligent-Tiering-Dateisysteme sind die gultigen Werte und. 6000 12000
6. Wahlen Sie Aktualisieren.
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Um die Metadatenleistung fir ein Dateisystem (CLI) zu erhéhen

Um die Metadaten-Performance fir ein FSx for Lustre-Dateisystem zu erhéhen, verwenden Sie den
AWS CLI Befehl update-file-system(UpdateFileSystem entspricht der API-Aktion). Legen Sie die
folgenden Parameter fest:

* Geben --file-system-id Sie die ID des Dateisystems ein, das Sie aktualisieren.

« Verwenden Sie die --1lustre-configuration MetadataConfiguration Eigenschaft, um
die Leistung Ihrer Metadaten zu erhéhen. Diese Eigenschaft hat zwei Parameter Mode undIops.

1. Wenn sich lhr Dateisystem im Modus USER_PROVISIONED befindet, Mode ist die Verwendung
optional (falls verwendet, auf gesetztMode). USER_PROVISIONED

Wenn sich |hr SSD-Dateisystem im AUTOMATIC-Modus befindet, legen Sie den Wert Mode
auf fest USER_PROVISIONED (wodurch der Dateisystemmodus auf USER_PROVISIONED
umgeschaltet wird und zusatzlich der IOPS-Wert flur Metadaten erhéht wird).

2. Legen Sie Iops fur SSD-Dateisysteme einen Wert von1500,, 3000 600012000, oder ein
Vielfaches von 12000 bis zu einem Maximum von fest. 192000 Legen Sie fir Intelligent-Tiering-
Dateisysteme den Wert auf oder fest. Iops 6000 12000 Der eingegebene Wert muss groer
oder gleich dem aktuellen IOPS-Wert fir Metadaten sein.

Im folgenden Beispiel werden die bereitgestellten Metadaten-IOPS auf 12000 aktualisiert.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0 \
--lustre-configuration 'MetadataConfiguration={Mode=USER_PROVISIONED,Iops=12000}'

Andern des Metadaten-Konfigurationsmodus

Fir SSD-basierte Dateisysteme kénnen Sie den Metadaten-Konfigurationsmodus eines vorhandenen
Dateisystems mithilfe der AWS Konsole und der CLI andern, wie in den folgenden Verfahren
erlautert.

Wenn Sie vom automatischen Modus in den vom Benutzer bereitgestellten Modus wechseln, missen
Sie einen Metadaten-IOPS-Wert angeben, der gréRer oder gleich dem aktuellen IOPS-Wert flr
Metadaten des Dateisystems ist.

Wenn Sie vom Modus ,Benutzerbereitgestellt® in den Modus ,Automatisch“ wechseln mdchten
und der aktuelle Metadaten-IOPS-Wert hoher als der automatisierte Standardwert ist, FSx lehnt
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Amazon die Anfrage ab, da das Herunterskalieren von Metadaten-IOPS nicht unterstutzt wird. Um die
Blockierung des Moduswechsels aufzuheben, missen Sie die Speicherkapazitat so erhéhen, dass
sie lhren aktuellen Metadaten-IOPS im Automatikmodus entspricht, um den Moduswechsel wieder zu
aktivieren.

Sie kbnnen den Metadaten-Konfigurationsmodus eines Dateisystems andern, indem Sie die FSx
Amazon-Konsole AWS CLI, die oder die FSx Amazon-API| verwenden.

Um den Metadaten-Konfigurationsmodus flir ein Dateisystem (Konsole) zu andern

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im linken Navigationsbereich die Option Dateisysteme aus. Wahlen Sie in
der Liste Dateisysteme das FSx for Lustre-Dateisystem aus, flir das Sie den Metadaten-
Konfigurationsmodus andern méchten.

3. Wahlen Sie fir Aktionen die Option Metadaten aktualisieren IOPS aus. Oder wahlen Sie im
Ubersichtsbereich neben dem Feld Metadaten-IOPS des Dateisystems die Option Aktualisieren
aus.

Das Dialogfeld ,Metadaten-lIOPS aktualisieren® wird angezeigt.

4. Fuhren Sie eine der folgenden Aufgaben aus.

« Um vom vom Benutzer bereitgestellten Modus in den automatischen Modus zu wechseln,
wahlen Sie Automatisch.

« Um vom automatischen Modus in den vom Benutzer bereitgestellten Modus zu wechseln,
wahlen Sie Benutzerbereitgestellt. Geben Sie dann fir Desired Metadata IOPS einen
Metadaten-IOPS-Wert an, der groRer oder gleich dem aktuellen IOPS-Wert fir Metadaten im
Dateisystem ist.

5. Wahlen Sie Aktualisieren.

So andern Sie den Metadaten-Konfigurationsmodus flir ein SSD-Dateisystem (CLI)

Um den Metadaten-Konfigurationsmodus flir ein SSD FSx for Lustre-Dateisystem zu andern,
verwenden Sie den AWS CLI Befehl update-file-system(UpdateFileSystem entspricht der API-Aktion).
Legen Sie die folgenden Parameter fest:

* Geben --file-system-id Sie die ID des Dateisystems ein, das Sie aktualisieren.
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* Verwenden Sie die Eigenschaft, um den Metadaten-Konfigurationsmodus auf SSD-basierten
Dateisystemen zu andern. --lustre-configuration MetadataConfiguration Diese
Eigenschaft hat zwei Parameter undMode. Iops

* Um lhr SSD-Dateisystem vom AUTOMATIC-Modus in den USER_PROVISIONED-Modus
umzuschalten, legen Sie Mode einen Metadaten-lIOPS-Wert fest, der groRer oder gleich dem
aktuellen IOPS-Wert fur Metadaten des Dateisystems ist. USER_PROVISIONED Iops Zum
Beispiel:

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0 \
--lustre-configuration
'MetadataConfiguration={Mode=USER_PROVISIONED,Iops=96000}"

* Um vom Modus USER_PROVISIONED in den Modus AUTOMATIC zu wechseln, stellen Sie den
Parameter auf ein und verwenden Sie Mode ihn nicht. AUTOMATIC Iops Zum Beispiel:

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0 \
--lustre-configuration 'MetadataConfiguration={Mode=AUTOMATIC}'

Uberwachung von Aktualisierungen der Metadaten-Konfiguration

Sie kénnen den Fortschritt der Aktualisierungen der Metadaten-Konfiguration mithilfe der FSx
Amazon-Konsole, der AP| oder der iberwachen AWS CLI.

Uberwachung der Aktualisierungen der Metadaten-Konfiguration (Konsole)

Sie kénnen Aktualisierungen der Metadatenkonfiguration auf der Registerkarte Updates auf der Seite
mit den Dateisystemdetails Uberwachen.

Fur Aktualisierungen der Metadaten-Konfiguration kénnen Sie die folgenden Informationen einsehen:
Art des Updates

Unterstutzte Typen sind Metadaten-IOPS und Metadaten-Konfigurationsmodus.

Zielwert

Der aktualisierte Wert flr den Metadaten-lIOPS- oder Metadaten-Konfigurationsmodus des
Dateisystems.
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Status

Der aktuelle Status des Updates. Die moglichen Werte lauten wie folgt:

» Ausstehend — Amazon FSx hat die Aktualisierungsanfrage erhalten, aber noch nicht mit der
Bearbeitung begonnen.

* In Bearbeitung — Amazon bearbeitet FSx die Aktualisierungsanfrage.
» Abgeschlossen — Das Update wurde erfolgreich abgeschlossen.

» Fehlgeschlagen — Die Aktualisierungsanforderung ist fehlgeschlagen. Wahlen Sie das
Fragezeichen (? ), um Details dartiber zu sehen, warum die Anfrage fehlgeschlagen ist.

Uhrzeit der Anfrage

Der Zeitpunkt, zu dem Amazon die Anfrage zur Aktualisierungsaktion FSx erhalten hat.

Uberwachung von Metadaten-Konfigurationsupdates (CLI)

Sie kdnnen Anfragen zur Aktualisierung der Metadatenkonfiguration mithilfe des describe-
file-systems AWS CLI Befehls und der DescribeFileSystemsAPI-Operation anzeigen und
Uberwachen. Das AdministrativeActions Array listet die 10 neuesten Aktualisierungsaktionen
fur jeden administrativen Aktionstyp auf. Wenn Sie die Metadaten-Performance oder den
Metadaten-Konfigurationsmodus eines Dateisystems aktualisieren, FILE_SYSTEM_UPDATE
AdministrativeActions wird ein generiert.

Das folgende Beispiel zeigt einen Auszug der Antwort auf einen describe-file-systems CLI-
Befehl. Im Dateisystem steht eine Verwaltungsaktion zur Erhéhung der Metadaten-lOPS auf 96000
und des Metadaten-Konfigurationsmodus auf USER_PROVISIONED aus.

"AdministrativeActions": [
{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"RequestTime": 1678840205.853,
"Status": "PENDING",
"TargetFileSystemValues": {
"LustreConfiguration": {
"MetadataConfiguration": {
"Iops": 96000,
"Mode": USER_PROVISIONED
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Amazon FSx verarbeitet die FILE_SYSTEM_UPDATE Aktion und andert die Metadaten-lIOPS und den
Metadaten-Konfigurationsmodus des Dateisystems. Wenn die neuen Metadatenressourcen fur das
Dateisystem verfugbar sind, andert sich der FILE_SYSTEM_UPDATE Status inCOMPLETED.

Wenn die Anforderung zur Aktualisierung der Metadatenkonfiguration fehlschlagt, andert sich der
Status der FILE_SYSTEM_UPDATE Aktion aufFAILED, wie im folgenden Beispiel gezeigt. Die
FailureDetails Eigenschaft stellt Informationen Uber den Fehler bereit.

"AdministrativeActions": [
{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"RequestTime": 1678840205.853,
"Status": "FAILED",
"TargetFileSystemValues": {
"LustreConfiguration": {
"MetadataConfiguration": {
"Iops": 96000,
"Mode": USER_PROVISIONED

}
.
"FailureDetails": {
"Message": "failure-message"

Verwaltung der bereitgestellten Durchsatzkapazitat

Jedes FSx for Lustre-Dateisystem hat eine Durchsatzkapazitat, die bei der Erstellung des
Dateisystems konfiguriert wird. Bei Dateisystemen, die SSD- oder HDD-Speicher verwenden, wird
die Durchsatzkapazitat in Megabyte pro Sekunde pro Tebibyte (MBps/TiB). For file systems using
Intelligent-Tiering storage, the throughput capacity is measured in megabytes per second (MBps) for
the file system. Throughput capacity is one factor that determines the speed at which the file server
hosting the file system can serve file data. Higher levels of throughput capacity also come with higher
levels of 1/0OOperationen pro Sekunde (IOPS)) und mehr Speicher fir das Zwischenspeichern von
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Daten auf dem Dateiserver gemessen. Weitere Informationen finden Sie unter Leistung von Amazon
FSx for Lustre.

Sie kdnnen die Durchsatzstufe eines persistenten SSD-basierten Dateisystems andern, indem Sie
den Wert des Dateisystemdurchsatzes pro Speichereinheit erhéhen oder verringern. Giltige Werte
hangen wie folgt vom Bereitstellungstyp des Dateisystems ab:

« FUr Bereitstellungstypen auf der Basis von Persistent 1 SSD sind die gultigen Werte 50, 100 und
200 /TiB. MBps

» FUr Bereitstellungstypen auf Basis von Persistent 2 SSD sind die guiltigen Werte 125, 250, 500 und
1000 /TiB. MBps

Sie kdnnen die Durchsatzkapazitat eines Intelligent-Tiering-Dateisystems andern, indem Sie den
Wert der Gesamtdurchsatzkapazitat fir das Dateisystem erhéhen. Giltige Werte sind 4.000 MBps
oder Stufen von 4.000 MBps bis zu einem Hoéchstwert von 2.000.000. MBps

Sie kdnnen den aktuellen Wert der Durchsatzkapazitat des Dateisystems wie folgt anzeigen:

+ Mithilfe der Konsole — Im Bereich Zusammenfassung der Dateisystemdetailseite zeigt das Feld
Durchsatz pro Speichereinheit den aktuellen Wert fur SSD-basierte Dateisysteme, wahrend das
Feld Durchsatzkapazitat den aktuellen Wert fur Intelligent-Tiering-Dateisysteme anzeigt.

» Verwenden der CLI oder APl — Verwenden Sie den describe-file-systemsCLI-Befehl oder die
DescribeFileSystemsAPI-Operation und suchen Sie nach der PerUnitStorageThroughput
Eigenschaft.

Wenn Sie die Durchsatzkapazitat lhres Dateisystems andern, FSx schaltet Amazon hinter den
Kulissen die Dateiserver des Dateisystems auf SSD-Dateisystemen aus oder fligt neue Dateiserver
auf Intelligent-Tiering-Dateisystemen hinzu. lhr Dateisystem wird wahrend der Skalierung der
Durchsatzkapazitat fur einige Minuten nicht verfligbar sein. Die neue Menge an Durchsatzkapazitat
wird Ihnen in Rechnung gestellt, sobald sie fir Ihr Dateisystem verfiligbar ist.

Themen

« Uberlegungen zur Aktualisierung der Durchsatzkapazitt

» Wann muss die Durchsatzkapazitat geandert werden

« Anderung der Durchsatzkapazitét

« Uberwachung von Anderungen der Durchsatzkapazitét
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Uberlegungen zur Aktualisierung der Durchsatzkapazitat

Hier sind einige wichtige Punkte, die Sie bei der Aktualisierung der Durchsatzkapazitat
berticksichtigen sollten:

» Erhdhen oder verringern — Sie kdnnen die Durchsatzkapazitat fir ein SSD-basiertes Dateisystem
erhdhen oder verringern. Sie kdnnen die Durchsatzkapazitat nur fur ein Intelligent-Tiering-
Dateisystem erhéhen.

* Inkremente aktualisieren — Wenn Sie die Durchsatzkapazitat andern, verwenden Sie die
Inkremente, die im Dialogfeld Durchsatzstufe aktualisieren fur SSD-basierte Dateisysteme oder im
Dialogfeld Durchsatzkapazitat aktualisieren fur Intelligent-Tiering-Dateisysteme aufgeftihrt sind.

« Zeit zwischen Erhéhungen — Weitere Anderungen der Durchsatzkapazitat in einem Dateisystem
kénnen Sie erst 6 Stunden nach der letzten Anforderung oder bis zum Abschluss der
Durchsatzoptimierung vornehmen, je nachdem, welcher Zeitraum langer ist.

» Automatische Skalierung des SSD-Lesecaches — Fur den SSD-Lesecache-Standardmodus
(proportional zur Durchsatzkapazitat) FSx stellt Amazon automatisch 5 GiB Datenspeicher flr
jede MBps von lhnen bereitgestellte Durchsatzkapazitat bereit. Wenn Sie die Durchsatzkapazitat
Ihres Dateisystems skalieren, skaliert Amazon FSx automatisch lhren SSD-Datencache, indem es
zusatzlichen Cache-Speicher an alle neu hinzugefiugten Dateiserver anhangt.

 Bereitstellungstyp — Sie kénnen die Durchsatzkapazitat nur bei Bereitstellungstypen aktualisieren,
die auf persistenten SSDs oder Intelligent-Tiering basieren. Sie kdnnen die Durchsatzkapazitat von
EFA-fahigen SSD-basierten Dateisystemen nicht andern.

Wann muss die Durchsatzkapazitat geandert werden

Amazon ist in Amazon FSx integriert CloudWatch, sodass Sie die laufende Durchsatznutzung

Ihres Dateisystems Uberwachen kdnnen. Die Leistung (Durchsatz und IOPS), die Sie Uber lhr
Dateisystem erzielen kdnnen, hangt von den Eigenschaften Ihres spezifischen Workloads sowie von
der Durchsatzkapazitat, Speicherkapazitat und Speicherklasse Ihres Dateisystems ab. Informationen
dartber, wie Sie den aktuellen Durchsatz lhres Dateisystems ermitteln konnen, finden Sie unterSo
verwenden Sie Amazon FSx for Lustre-Metriken CloudWatch . Informationen zu CloudWatch
Metriken finden Sie unterUberwachung mit Amazon CloudWatch.

Anderung der Durchsatzkapazitét

Sie kdnnen die Durchsatzkapazitat eines FSx for Lustre-Dateisystems mithilfe der FSx Amazon-
Konsole, der AWS Command Line Interface (AWS CLI) oder der FSx Amazon-API| &ndern.
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Um die Durchsatzkapazitat eines SSD-Dateisystems zu andern (Konsole)

1.
2.

Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

Navigieren Sie zu Dateisysteme und wahlen Sie das FSx for Lustre-Dateisystem aus, flr das Sie
die Durchsatzkapazitat andern mochten.

Wabhlen Sie fir Aktionen die Option Durchsatzstufe aktualisieren aus. Oder wahlen Sie im
Bereich ,Zusammenfassung“ neben ,Durchsatz pro Speichereinheit” des Dateisystems die
Option ,Aktualisieren” aus.

Das Fenster ,Durchsatzstufe aktualisieren® wird angezeigt.

Wabhlen Sie den neuen Wert fir Gewinschter Durchsatz pro Speichereinheit aus der Liste aus.

Wabhlen Sie ,Aktualisieren®, um die Aktualisierung der Durchsatzkapazitat zu starten.

® Note

Ihr Dateisystem kann wahrend des Updates flr einen sehr kurzen Zeitraum nicht
verflgbar sein.

So andern Sie die Durchsatzkapazitat (CLI) eines SSD-Dateisystems

Verwenden Sie den update-file-systemCLI-Befehl (oder die entsprechende
UpdateFileSystemAPI-Operation), um die Durchsatzkapazitat eines Dateisystems zu andern.
Legen Sie die folgenden Parameter fest:

* Geben --file-system-id Sie die ID des Dateisystems ein, das Sie aktualisieren.

» Legen Sie --lustre-configuration PerUnitStorageThroughput den Wert auf
50100, oder 200 MBps/TiB fur Persistent 1-SSD-Dateisysteme oder auf einen Wert von125,
250500, oder 1000 MBps/TiB fur Persistent 2-SSD-Dateisysteme fest.

Dieser Befehl gibt an, dass die Durchsatzkapazitat fir das Dateisystem auf 1000 MBps /TiB
festgelegt wird.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0@ \
--lustre-configuration PerUnitStorageThroughput=1000
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Um die Durchsatzkapazitat eines Intelligent-Tiering-Dateisystems zu andern (Konsole)

1.
2.

Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

Navigieren Sie zu Dateisysteme und wahlen Sie das FSx for Lustre-Dateisystem aus, flr das Sie
die Durchsatzkapazitat andern mochten.

Wabhlen Sie fir Aktionen die Option Durchsatzkapazitat aktualisieren aus. Oder wahlen Sie im
Ubersichtsbereich neben der Durchsatzkapazitit des Dateisystems die Option Aktualisieren aus.

Das Dialogfeld ,Durchsatzkapazitat aktualisieren® wird angezeigt.

Wabhlen Sie den neuen Wert fir Gewinschte Durchsatzkapazitat aus der Liste aus.

Amazon skaliert lhren Datenlese-Cache automatisch, um zu vermeiden, dass der Cache-Inhalt
geléscht FSx wird.

Wabhlen Sie Update, um die Aktualisierung der Durchsatzkapazitat zu starten.

® Note

Ihr Dateisystem kann wahrend des Updates flr einen sehr kurzen Zeitraum nicht
verflugbar sein.

So andern Sie die Durchsatzkapazitat (CLI) eines Intelligent-Tiering-Dateisystems

Verwenden Sie den update-file-systemCLI-Befehl (oder die entsprechende
UpdateFileSystemAPI-Operation), um die Durchsatzkapazitat eines Dateisystems zu andern.
Legen Sie die folgenden Parameter fest:

* Geben --file-system-id Sie die ID des Dateisystems ein, das Sie aktualisieren.

* Wenn |hr Datenlese-Cache proportional zum Durchsatzkapazitatsmodus konfiguriert ist, legen
Sie --lustre-configuration ThroughputCapacity einen Durchsatz in Schritten von
4000 MBps bis zu einem Maximum von 2000000 MBps fest.

Wenn Ihr Datenlese-Cache im vom Benutzer bereitgestellten Modus konfiguriert ist, miissen
Sie die --lustre-configuration DataReadCacheConfiguration Eigenschaft auch
verwenden, um den Datenlese-Cache anzugeben. Sie missen das gleiche Verhéltnis von
Cache-Speicher pro Server beibehalten und das neue SizeGi B angeben, andernfalls wird die
Anfrage abgelehnt.
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Dieser Befehl gibt an, dass die Durchsatzkapazitat MBps flr ein Dateisystem, das einen
Lesecache verwendet, der proportional zum Durchsatzkapazitatsmodus konfiguriert ist, auf 8000
festgelegt wird.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--lustre-configuration '{
"ThroughputCapacity": 8000
}l

Dieser Befehl gibt an, dass die Durchsatzkapazitat MBps fur ein Dateisystem, das einen im vom
Benutzer bereitgestellten Modus konfigurierten Lesecache verwendet, auf 8000 festgelegt wird.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0@ \
--lustre-configuration {
"ThroughputCapacity": 8000,
"DataReadCacheConfiguration": '{
"SizingMode" :"USER_PROVISIONED"
"SizeGiB":1000
# New size should be cache storage allocated per server multiplied by
numbexr of file servers

}
}l

Uberwachung von Anderungen der Durchsatzkapazitét

Sie kénnen den Fortschritt einer Anderung der Durchsatzkapazitat mithilfe der FSx Amazon-Konsole,
der API und der Gberwachen AWS CLI.

Uberwachung von Anderungen der Durchsatzkapazitéat (Konsole)

«  Auf der Registerkarte Updates auf der Seite mit den Dateisystemdetails kdnnen Sie die 10
neuesten Aktualisierungsaktionen flr jeden Aktualisierungsaktionstyp anzeigen.

Zu den Aktionen zur Aktualisierung der Durchsatzkapazitat kdnnen Sie sich die folgenden
Informationen ansehen.
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Art der Aktualisierung

Der unterstiitzte Typ ist Speicherdurchsatz pro Einheit.

Zielwert

Der gewlinschte Wert, auf den der Durchsatz des Dateisystems pro Speichereinheit geandert
werden soll.

Status

Der aktuelle Status des Updates. Fur Aktualisierungen der Durchsatzkapazitat sind die
folgenden Werte moglich:

» Ausstehend — Amazon FSx hat die Aktualisierungsanfrage erhalten, aber noch nicht mit
der Bearbeitung begonnen.

* In Bearbeitung — Amazon bearbeitet FSx die Aktualisierungsanfrage.

 Aktualisiert; Optimierung — Amazon FSx hat die 1/0, CPU, and memory resources. The
new disk I/O performance level is available for write operations. Your read operations will
see disk I/0O Netzwerkleistung des Dateisystems zwischen der vorherigen und der neuen
Stufe aktualisiert, bis sich Ihr Dateisystem nicht mehr in diesem Zustand befindet.

» Abgeschlossen — Die Aktualisierung der Durchsatzkapazitat wurde erfolgreich
abgeschlossen.

» Fehlgeschlagen — Die Aktualisierung der Durchsatzkapazitat ist fehlgeschlagen.
Wabhlen Sie das Fragezeichen (? ), um Einzelheiten dartiber zu erhalten, warum die
Durchsatzaktualisierung fehlgeschlagen ist.

Uhrzeit der Anfrage

Der Zeitpunkt, zu dem Amazon die Aktualisierungsanfrage FSx erhalten hat.

Uberwachung von Dateisystem-Updates (CLI)

- Sie kénnen Anfragen zur Anderung der Kapazitat des Dateisystemdurchsatzes
mithilfe des describe-file-systemsCLI-Befehls und der DescribeFileSystemsAPI-
Aktion anzeigen und tUberwachen. Das AdministrativeActions Array listet die 10
neuesten Aktualisierungsaktionen fir jeden administrativen Aktionstyp auf. Wenn Sie
die Durchsatzkapazitat eines Dateisystems andern, wird eine FILE_SYSTEM_UPDATE
Verwaltungsaktion generiert.
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Das folgende Beispiel zeigt den Antwortausschnitt eines describe-file-systems CLI-
Befehls. Das Dateisystem hat einen Zieldurchsatz pro Speichereinheit von 500 MBps /TiB.

"AdministrativeActions": [
{

"AdministrativeActionType": "FILE_SYSTEM_UPDATE",

"RequestTime": 1581694764.757,

"Status": "PENDING",

"TargetFileSystemValues": {
"LustreConfiguration": {

"PerUnitStorageThroughput": 500

}
}

Wenn Amazon die Aktion erfolgreich FSx verarbeitet hat, andert sich der Status inCOMPLETED.
Die neue Durchsatzkapazitat ist dann flr das Dateisystem verfigbar und wird in der
PerUnitStorageThroughput Eigenschaft angezeigt.

Wenn die Anderung der Durchsatzkapazitat fehlschlagt, andert sich der Status inFAILED, und
die FailureDetails Eigenschaft enthalt Informationen tGber den Fehler.

LustreDatenkomprimierung

Sie kénnen die Lustre Datenkomprimierungsfunktion verwenden, um Kosteneinsparungen bei Ihren
leistungsstarken Amazon FSx for Lustre-Dateisystemen und Backup-Speichern zu erzielen. Wenn
die Datenkomprimierung aktiviert ist, komprimiert Amazon FSx for Lustre neu geschriebene Dateien
automatisch, bevor sie auf die Festplatte geschrieben werden, und dekomprimiert sie automatisch,
wenn sie gelesen werden.

Die Datenkomprimierung verwendet den LZ4 Algorithmus, der fir ein hohes Mal} an Komprimierung
optimiert ist, ohne die Leistung des Dateisystems zu beeintrachtigen. LZ4 ist ein von der Lustre
Community anerkannter und leistungsorientierter Algorithmus, der flir ein ausgewogenes Verhaltnis
zwischen Komprimierungsgeschwindigkeit und komprimierter Dateigrof3e sorgt. Die Aktivierung der
Datenkomprimierung hat in der Regel keine messbaren Auswirkungen auf die Latenz.
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Die Datenkomprimierung reduziert die Datenmenge, die zwischen Amazon FSx for Lustre-
Dateiservern und Speicher Gbertragen wird. Wenn Sie noch keine komprimierten Dateiformate
verwenden, werden Sie bei Verwendung der Datenkomprimierung einen Anstieg der
Gesamtdurchsatzkapazitat des Dateisystems feststellen. Erhéhungen der Durchsatzkapazitat
im Zusammenhang mit der Datenkomprimierung werden begrenzt, wenn Sie lhre Front-End-
Netzwerkschnittstellenkarten voll ausgelastet haben.

Wenn es sich bei Ihrem Dateisystem beispielsweise um einen PERSISTENT-50-SSD-
Bereitstellungstyp handelt, hat Ihr Netzwerkdurchsatz einen Basiswert von 250 MBps pro

TiB Speicher. Ihr Festplattendurchsatz hat einen Basiswert von 50 MBps pro TiB. Mit der
Datenkomprimierung kénnte Ihr Festplattendurchsatz von 50 MBps pro TiB auf maximal 250 MBps
pro TiB steigen, was der Basisgrenzwert fir den Netzwerkdurchsatz ist. Weitere Informationen zu den
Netzwerk- und Festplattendurchsatzgrenzen finden Sie in den Leistungstabellen fir Dateisysteme
unter. Leistungsmerkmale der SSD- und HDD-Speicherklassen Weitere Informationen zur Leistung
bei der Datenkomprimierung finden Sie im Beitrag \Weniger ausgeben und gleichzeitig die Leistung
durch Amazon FSx for Lustre Datenkomprimierung erhéhen im AWS Speicher-Blog.

Themen

» Verwaltung der Datenkomprimierung

« Komprimieren zuvor geschriebener Dateien

» Dateigrélien anzeigen

* Verwenden von Metriken CloudWatch

Verwaltung der Datenkomprimierung

Sie kénnen die Datenkomprimierung ein- oder ausschalten, wenn Sie ein neues Amazon FSx for
Lustre-Dateisystem erstellen. Die Datenkomprimierung ist standardmafig deaktiviert, wenn Sie ein
Amazon FSx for Lustre-Dateisystem Uber die Konsole oder API erstellen. AWS CLI

Um die Datenkomprimierung beim Erstellen eines Dateisystems (Konsole) zu aktivieren

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Folgen Sie dem Verfahren zum Erstellen eines neuen Dateisystems, das Schritt 1: Erstellen Sie
Ihr FSx for Lustre-Dateisystem im Abschnitt Erste Schritte beschrieben ist.

3. Wahlen Sie im Abschnitt Dateisystemdetails fiir Datenkomprimierungstyp die Option LZ4.
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4. Fuhren Sie den Assistenten genauso aus, wie Sie es beim Erstellen eines neuen Dateisystems
tun.

5. Wahlen Sie Review and create.

6. Uberpriifen Sie die Einstellungen, die Sie fiir lnr Amazon FSx for Lustre-Dateisystem ausgewahlt
haben, und wahlen Sie dann Dateisystem erstellen.

Wenn das Dateisystem verfligbar ist, ist die Datenkomprimierung aktiviert.

So aktivieren Sie die Datenkomprimierung beim Erstellen eines Dateisystems (CLI)

* Um ein FSx for Lustre-Dateisystem mit aktivierter Datenkomprimierung zu erstellen, verwenden
Sie den Amazon FSx CLI-Befehl create-file-systemmit dem DataCompressionType

Parameter, wie unten gezeigt. Die entsprechende API-Operation ist CreateFileSystem.

$ aws fsx create-file-system \

--client-request-token CRT1234 \

--file-system-type LUSTRE \

--file-system-type-version 2.12 \

--lustre-configuration
DeploymentType=PERSISTENT_1,PerUnitStorageThroughput=50,DataCompressionType=LZ4 \

--storage-capacity 3600 \

--subnet-ids subnet-123456 \

--tags Key=Name,Value=Lustre-TEST-1 \

--region us-east-2

Nach erfolgreicher Erstellung des Dateisystems FSx gibt Amazon die Dateisystembeschreibung als
JSON zuruck, wie im folgenden Beispiel gezeigt.

"FileSystems": [
{

"OwnerId": "111122223333",
"CreationTime": 1549310341.483,
"FileSystemId": "fs-0123456789abcdef0",
"FileSystemType": "LUSTRE",
"FileSystemTypeVersion": "2.12",
"Lifecycle": "CREATING",
"StorageCapacity": 3600,
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"VpcId": "vpc-123456",
"SubnetIds": [
"subnet-123456"
1,
"NetworkInterfaceIds": [
"eni-039fcf55123456789"
1,
"DNSName": "fs-0123456789abcdef@.fsx.us-east-2.amazonaws.com",
"ResourceARN": "arn:aws:fsx:us-east-2:123456:file-system/
fs-0123456789abcdef",
"Tags": [
{
"Key": "Name",
"Value": "Lustre-TEST-1"

1,

"LustreConfiguration": {
"DeploymentType": "PERSISTENT_1",
"DataCompressionType": "LZ4",
"PerUnitStorageThroughput": 50

Sie kdnnen auch die Datenkomprimierungskonfiguration lhrer vorhandenen Dateisysteme &ndern.

Wenn Sie die Datenkomprimierung fur ein vorhandenes Dateisystem aktivieren, werden nur neu
geschriebene Dateien komprimiert und vorhandene Dateien werden nicht komprimiert. Weitere
Informationen finden Sie unter Komprimieren zuvor geschriebener Dateien.

Um die Datenkomprimierung auf einem vorhandenen Dateisystem (Konsole) zu aktualisieren

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Navigieren Sie zu Dateisysteme und wahlen Sie das Lustre Dateisystem aus, fur das Sie die
Datenkomprimierung verwalten mochten.

3. Wahlen Sie unter Aktionen die Option Datenkomprimierungstyp aktualisieren aus.

4. Wahlen Sie im Dialogfeld Datenkomprimierungstyp aktualisieren aus, ob LZ4die
Datenkomprimierung aktiviert werden soll, oder wahlen Sie KEINE, um sie zu deaktivieren.

5. Wahlen Sie Aktualisieren.
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6. Sie kdnnen den Aktualisierungsfortschritt auf der Detailseite der Dateisysteme auf der
Registerkarte Updates Uberwachen.

So aktualisieren Sie die Datenkomprimierung auf einem vorhandenen Dateisystem (CLI)

Verwenden Sie den AWS CLI Befehl update-file-system, um die Datenkomprimierungskonfiguration

FSx flr ein vorhandenes for Lustre-Dateisystem zu aktualisieren. Legen Sie die folgenden Parameter
fest:

* Geben --file-system-id Sie die ID des Dateisystems ein, das Sie aktualisieren.

* Legtfest--lustre-configuration DataCompressionType, NONE ob die
Datenkomprimierung ausgeschaltet oder LZ4 die Datenkomprimierung mit dem LZ4 Algorithmus
aktiviert werden soll.

Dieser Befehl gibt an, dass die Datenkomprimierung mit dem LZ4 Algorithmus aktiviert ist.

$ aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--lustre-configuration DataCompressionType=LZ4

Konfiguration der Datenkomprimierung beim Erstellen eines Dateisystems aus einer
Sicherungskopie

Sie kénnen ein verfligbares Backup verwenden, um ein neues Amazon FSx for Lustre-Dateisystem
zu erstellen. Wenn Sie aus einer Sicherungskopie ein neues Dateisystem erstellen, missen Sie das
DataCompressionType nicht angeben. Die Einstellung wird anhand der DataCompressionType
Backup-Einstellung angewendet. Wenn Sie DataCompressionType bei der Erstellung aus einer
Sicherungskopie die angeben, muss der Wert mit der DataCompressionType Einstellung der
Sicherung Ubereinstimmen.

Um die Einstellungen eines Backups einzusehen, wahlen Sie es auf der Registerkarte Backups
der FSx Amazon-Konsole aus. Die Details des Backups werden auf der Ubersichtsseite des
Backups aufgeflihrt. Sie kdnnen den describe-backups AWS CLI Befehl auch ausfiihren (die
entsprechende API-Aktion ist DescribeBackups).
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Komprimieren zuvor geschriebener Dateien

Dateien sind unkomprimiert, wenn sie erstellt wurden, als die Datenkomprimierung im Amazon FSx
for Lustre-Dateisystem ausgeschaltet war. Wenn Sie die Datenkomprimierung aktivieren, werden lhre
vorhandenen unkomprimierten Daten nicht automatisch komprimiert.

Sie kénnen den 1fs_migrate Befehl verwenden, der als Teil der Lustre Client-Installation installiert
ist, um vorhandene Dateien zu komprimieren. Ein Beispiel finden Sie unter FSxL-Compression,
verfugbar unter GitHub.

DateigrofRen anzeigen

Sie kénnen die folgenden Befehle verwenden, um die unkomprimierten und komprimierten Gréfden
Ihrer Dateien und Verzeichnisse anzuzeigen.

» duzeigt komprimierte GréRen an.
* du --apparent-sizezeigt unkomprimierte Grofien an.

* 1s -1zeigt unkomprimierte Grof3en an.

Die folgenden Beispiele zeigen die Ausgabe der einzelnen Befehle mit derselben Datei.

$ du -sh samplefile

272M samplefile

$ du -sh --apparent-size samplefile

1.0G samplefile

$ 1s -1h samplefile

-Trw-r--r-- 1 root root 1.0G May 10 21:16 samplefile

Die -h Option ist fiir diese Befehle nitzlich, da sie Gréen in einem fiir Menschen lesbaren Format
ausgibt.

Verwenden von Metriken CloudWatch

Sie konnen Amazon CloudWatch Logs-Metriken verwenden, um lhre Dateisystemnutzung
einzusehen. Die LogicalDiskUsage Metrik zeigt die gesamte logische Festplattennutzung

(ohne Komprimierung), und die PhysicalDiskUsage Metrik zeigt die gesamte physische
Festplattennutzung (mit Komprimierung). Diese beiden Messwerte sind nur verfigbar, wenn in lhrem
Dateisystem die Datenkomprimierung aktiviert ist oder sie zuvor aktiviert war.
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Sie kbnnen das Komprimierungsverhaltnis lhres Dateisystems ermitteln, indem Sie den Wert Sum der
LogicalDiskUsage Statistik durch den Wert Sum der PhysicalDiskUsage Statistik dividieren.

Weitere Informationen zur Uberwachung der Leistung lhres Dateisystems finden Sie unter.
Uberwachung von Amazon FSx for Lustre-Dateisystemen

Lustre Wurzelkurbis

Root Squash ist eine Verwaltungsfunktion, die zusatzlich zur aktuellen netzwerkbasierten
Zugriffskontrolle und den POSIX-Dateiberechtigungen eine zusatzliche Ebene der
Dateizugriffskontrolle hinzuftigt. Mithilfe der Root-Squash-Funktion kénnen Sie den Zugriff auf
Root-Ebene von Clients einschranken, die versuchen, als Root auf Ihr FSx for Lustre-Dateisystem
zuzugreifen.

Root-Benutzerberechtigungen sind erforderlich, um administrative Aktionen durchzufihren, wie

z. B. die Verwaltung von Berechtigungen FSx fir Lustre-Dateisysteme. Der Root-Zugriff bietet

den Benutzern jedoch uneingeschrankten Zugriff, sodass sie Berechtigungsprifungen umgehen
kénnen, um auf Dateisystemobjekte zuzugreifen, sie zu andern oder zu I6schen. Mithilfe der Root-
Squash-Funktion kénnen Sie den unbefugten Zugriff auf oder das Léschen von Daten verhindern,
indem Sie eine Benutzer-ID (UID) und Gruppen-ID (GID) fur Ihr Dateisystem angeben, die keine
Root-Rechte haben. Root-Benutzer, die auf das Dateisystem zugreifen, werden automatisch in den
angegebenen Benutzer/die angegebene Gruppe mit eingeschréankten Rechten umgewandelt, die vom
Speicheradministrator festgelegt werden.

Mit der Root-Squash-Funktion kénnen Sie optional auch eine Liste von Clients bereitstellen, die
von der Root-Squash-Einstellung nicht betroffen sind. Diese Clients kdnnen als Root-Benutzer mit
uneingeschrankten Rechten auf das Dateisystem zugreifen.

Themen

» Wie funktioniert Root Squash

* Wurzelkurbis verwalten

Wie funktioniert Root Squash

Die Root-Squash-Funktion funktioniert, indem sie die Benutzer-ID (UID) und Gruppen-ID (GID) des

Root-Benutzers einer UID und GID neu zuordnet, die von Lustre Systemadministrator. Mit der Root-
Squash-Funktion kénnen Sie optional auch eine Gruppe von Clients angeben, fur die eine UID/GID-
Neuzuweisung nicht gilt.
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Wenn Sie ein neues Dateisystem FSx flir Lustre erstellen, ist Root-Squash standardmalig
deaktiviert. Sie aktivieren Root-Squash, indem Sie eine UID- und GID-Root-Squash-Einstellung fir lhr
for Lustre-Dateisystem konfigurieren. FSx Die UID- und GID-Werte sind ganze Zahlen, die zwischen
und liegen kdnnen: @ 4294967294

« Ein Wert ungleich Null fur UID und GID aktiviert Root-Squash. Die UID- und GID-Werte kénnen
unterschiedlich sein, aber jeder Wert muss ungleich Null sein.

« Ein Wert von @ (Null) fir UID und GID gibt Root an und deaktiviert daher Root-Squash.

Wahrend der Erstellung des Dateisystems kénnen Sie die FSx Amazon-Konsole verwenden, um

die Root-Squash-UID- und GID-Werte in der Root Squash-Eigenschaft anzugeben, wie unter
gezeigt. Um Root Squash beim Erstellen eines Dateisystems (Konsole) zu aktivieren Sie kbnnen den
RootSquash Parameter auch mit der API AWS CLI oder verwenden, um die UID- und GID-Werte
bereitzustellen, wie unter gezeigt. So aktivieren Sie Root Squash beim Erstellen eines Dateisystems

(CLl)

Optional kénnen Sie auch eine Liste NIDs von Clients angeben, fir die Root Squash nicht gilt.
Eine Client-NID ist ein Lustre Netzwerkkennung, die zur eindeutigen Identifizierung eines Clients
verwendet wird. Sie kénnen die NID entweder als einzelne Adresse oder als Adressbereich angeben:

» Eine einzelne Adresse wird im Standard beschrieben Lustre NID-Format durch Angabe der IP-
Adresse des Clients gefolgt von Lustre Netzwerk-ID (zum Beispiell0.0.1.6@tcp).

+ Ein Adressbereich wird beschrieben, indem der Bereich durch einen Bindestrich getrennt wird (z.
B.10.0.[2-10].[1-255]@tcp).

* Wenn Sie keinen Client angeben NIDs, gibt es keine Ausnahmen flir Root Squash.

Wenn Sie Ihr Dateisystem erstellen oder aktualisieren, kdnnen Sie die Eigenschaft Exceptions to
Root Squash in der FSx Amazon-Konsole verwenden, um die Liste der Clients NIDs bereitzustellen.
Verwenden Sie in der API AWS CLI oder den NoSquashNids Parameter. Weitere Informationen
finden Sie in den Verfahren unterWurzelkurbis verwalten.

WurzelkUrbis verwalten

Bei der Erstellung des Dateisystems ist Root-Squash standardmafig deaktiviert. Sie kbnnen Root
Squash aktivieren, wenn Sie ein neues Amazon FSx for Lustre-Dateisystem Uber die FSx Amazon-
Konsole oder APl AWS CLI erstellen.
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Um Root Squash beim Erstellen eines Dateisystems (Konsole) zu aktivieren

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Folgen Sie dem Verfahren zum Erstellen eines neuen Dateisystems, das Schritt 1: Erstellen Sie
Ihr FSx for Lustre-Dateisystem im Abschnitt Erste Schritte beschrieben ist.

3. Offnen Sie den Abschnitt Root Squash — optional.

4. Geben Sie fur Root Squash den Benutzer und die Gruppe an, IDs mit denen der Root-Benutzer
auf das Dateisystem zugreifen kann. Sie kdnnen eine beliebige ganze Zahl im Bereich von 1 —
4294967294 angeben:

1. Geben Sie unter Benutzer-ID die Benutzer-ID an, die der Root-Benutzer verwenden soll.
2. Geben Sie unter Gruppen-ID die Gruppen-ID an, die der Root-Benutzer verwenden soll.

5. (Optional) Gehen Sie fur Ausnahmen von Root Squash wie folgt vor:

1. Wahlen Sie ,Kundenadresse hinzufliigen®.

2. Geben Sie im Feld Clientadressen die IP-Adresse eines Clients an, flir den Root Squash nicht
gilt. Informationen zum IP-Adressformat finden Sie unterWie funktioniert Root Squash.

3. Wiederholen Sie den Vorgang nach Bedarf, um weitere Client-IP-Adressen hinzuzuflgen.
6. Fuhren Sie den Assistenten wie beim Erstellen eines neuen Dateisystems aus.
7. Wahlen Sie Review and create.

8. Uberpriifen Sie die Einstellungen, die Sie fiir Inr Amazon FSx for Lustre-Dateisystem ausgewahit
haben, und wahlen Sie dann Dateisystem erstellen.

Wenn das Dateisystem verfugbar ist, ist Root-Squash aktiviert.

So aktivieren Sie Root Squash beim Erstellen eines Dateisystems (CLI)

* Um ein FSx for Lustre-Dateisystem mit aktiviertem Root-Squash zu erstellen, verwenden Sie
den Amazon FSx CLI-Befehl create-file-systemmit dem RootSquashConfiguration
Parameter. Die entsprechende API-Operation ist. CreateFileSystem

Stellen Sie fir den RootSquashConfiguration Parameter die folgenden Optionen ein:

* RootSquash— Die durch Doppelpunkte getrennten UID:GID-Werte, die die Benutzer-ID und
Gruppen-ID angeben, die der Root-Benutzer verwenden soll. Sie kénnen flur jede ID eine
ganze Zahl im Bereich von @ — 4294967294 (0 ist Stamm) angeben (z. B.). 65534:65534
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* NoSquashNids— Geben Sie die Lustre Netzwerkkennungen (NIDs) von Clients, fir die Root
Squash nicht gilt. Informationen zum Client-NID-Format finden Sie unter. Wie funktioniert Root
Squash

Im folgenden Beispiel wird ein FSx for Lustre-Dateisystem mit aktiviertem Root-Squash erstellt:

$ aws fsx create-file-system \
--client-request-token CRT1234 \
--file-system-type LUSTRE \
--file-system-type-version 2.15 \
--lustre-configuration
"DeploymentType=PERSISTENT_2,PerUnitStorageThroughput=250,DataCompressionType=LZ4,
\
RootSquashConfiguration={RootSquash="65534:65534",\
NoSquashNids=["10.216.123.47@tcp", "10.216.12.176@tcp"]}" \
--storage-capacity 2400 \
--subnet-ids subnet-123456 \
--tags Key=Name,Value=Lustre-TEST-1 \
--region us-east-2

Nach erfolgreicher Erstellung des Dateisystems FSx gibt Amazon die Dateisystembeschreibung als
JSON zurtick, wie im folgenden Beispiel gezeigt.

"FileSystems": [
{
"OwnerId": "111122223333",
"CreationTime": 1549310341.483,
"FileSystemId": "fs-0123456789abcdef@",
"FileSystemType": "LUSTRE",
"FileSystemTypeVersion": "2.15",
"Lifecycle": "CREATING",
"StorageCapacity": 2400,
"VpcId": "vpc-123456",
"SubnetIds": [
"subnet-123456"
1,
"NetworkInterfaceIds": [
"eni-039fcf55123456789"
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1,
"DNSName": "fs-0123456789abcdef@.fsx.us-east-2.amazonaws.com",
"ResourceARN": "arn:aws:fsx:us-east-2:123456:file-system/
fs-0123456789abcdef",
"Tags": [
{

IlKeyll: IlNamell’
"Value": "Lustre-TEST-1"

1,
"LustreConfiguration": {
"DeploymentType": "PERSISTENT_2",
"DataCompressionType": "LZ4",
"PerUnitStorageThroughput": 250,
"RootSquashConfiguration": {
"RootSquash": "65534:65534",
"NoSquashNids": "10.216.123.47@tcp 10.216.29.176@tcp"

Sie kénnen auch die Root-Squash-Einstellungen Ihres vorhandenen Dateisystems mithilfe der FSx
Amazon-Konsole oder API aktualisieren. AWS CLI Sie kénnen beispielsweise die Root-Squash-UID-
und GID-Werte andern, Clients hinzufiigen oder entfernen oder Root-Squash NIDs deaktivieren.

Um die Root-Squash-Einstellungen auf einem vorhandenen Dateisystem (Konsole) zu aktualisieren

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Nauvigieren Sie zu Dateisysteme und wahlen Sie Lustre Dateisystem, flir das Sie Root-Squash
verwalten mochten.

3. Wahlen Sie unter Aktionen die Option Root-Squash aktualisieren aus. Oder wahlen Sie im
Ubersichtsfenster neben dem Root-Squash-Feld des Dateisystems die Option ,Aktualisieren*,
um das Dialogfeld ,Root-Squash-Einstellungen aktualisieren® zu 6ffnen.

4. Aktualisieren Sie flr Root Squash den Benutzer und die Gruppe, IDs mit denen der Root-
Benutzer auf das Dateisystem zugreifen kann. Sie kénnen eine beliebige ganze Zahl im Bereich
von @ — 4294967294 angeben. Um Root Squash zu deaktivieren, geben Sie @ (Null) fur beide
IDs an.

1. Geben Sie unter Benutzer-ID die Benutzer-ID an, die der Root-Benutzer verwenden soll.
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2. Geben Sie unter Gruppen-ID die Gruppen-ID an, die der Root-Benutzer verwenden soll.

5. Gehen Sie fur Ausnahmen von Root Squash wie folgt vor:

1. Wahlen Sie Kundenadresse hinzufligen.

2. Geben Sie im Feld Client-Adressen die IP-Adresse eines Clients an, flir den Root Squash
nicht gilt.

3. Wiederholen Sie den Vorgang nach Bedarf, um weitere Client-IP-Adressen hinzuzufligen.

6. Wahlen Sie Aktualisieren.

® Note

Wenn Root Squash aktiviert ist und Sie es deaktivieren méchten, wahlen Sie
Deaktivieren, anstatt die Schritte 4-6 auszuflihren.

Sie kénnen den Aktualisierungsfortschritt auf der Detailseite der Dateisysteme auf der Registerkarte
Updates Uberwachen.

So aktualisieren Sie die Root-Squash-Einstellungen auf einem vorhandenen Dateisystem (CLI)

Verwenden Sie den Befehl, um die Root-Squash-Einstellungen fir ein vorhandenes FSx for Lustre-
Dateisystem zu aktualisieren. AWS CLI update-file-system Die entsprechende API-Operation ist.
UpdateFileSystem

Legen Sie die folgenden Parameter fest:

* Geben --file-system-id Sie die ID des Dateisystems ein, das Sie aktualisieren.

 Stellen Sie die --1lustre-configuration RootSquashConfiguration Optionen wie folgt
ein:
* RootSquash— Legt die durch Doppelpunkte getrennten UID:GID-Werte fest, die die Benutzer-
ID und Gruppen-ID angeben, die der Root-Benutzer verwenden soll. Sie kénnen fir jede ID

eine ganze Zahl im Bereich von @ — 4294967294 (0 ist Stamm) angeben. Um Root-Squash zu
deaktivieren, geben Sie 0: 0 fur die UID:GID-Werte an.

* NoSquashNids— Geben Sie die an Lustre Netzwerkkennungen (NIDs) von Clients, firr die Root
Squash nicht gilt. Wird verwendet[ ], um alle Clients zu entfernen NIDs, was bedeutet, dass es
keine Ausnahmen fur Root-Squash gibt.
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Dieser Befehl gibt an, dass Root-Squash aktiviert ist, indem er 65534 als Wert fur die Benutzer-I1D
und Gruppen-ID des Root-Benutzers verwendet wird.

$ aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--lustre-configuration RootSquashConfiguration={RootSquash="65534:65534", \
NoSquashNids=["10.216.123.47@tcp", "10.216.12.176@tcp"]}

Wenn der Befehl erfolgreich ist, gibt Amazon FSx for Lustre die Antwort im JSON-Format zurtck.

Sie kénnen die Root-Squash-Einstellungen lhres Dateisystems im Ubersichtsbereich der
Dateisystemdetailseite auf der FSx Amazon-Konsole oder in der Antwort auf einen describe-
file-systemsCLI-Befehl (die entsprechende API-Aktion ist DescribeFileSystems) einsehen.

FSx fur den Status des Lustre-Dateisystems

Sie kdnnen den Status eines FSx Amazon-Dateisystems mithilfe der FSx Amazon-Konsole, des AWS
CLI Befehls describe-file-systemsoder der API-Operation anzeigen DescribeFileSystems.

Status des Dateisystems Beschreibung

VERFUGBAR Das Dateisystem befindet sich in einem
fehlerfreien Zustand und ist erreichbar und
kann verwendet werden.

WIRD ERSTELLT Amazon erstellt FSx ein neues Dateisystem.

WIRD GELOSCHT Amazon |6scht FSx ein vorhandenes Dateisyst
em.

WIRD AKTUALISIERT Das Dateisystem wird derzeit einem vom

Kunden initilerten Update unterzogen.

FALSCH KONFIGURIERT Das Dateisystem befindet sich in einem
ausgefallenen, aber wiederherstellbaren
Zustand.

FEHLGESCHLAGEN Dieser Status kann eine der folgenden

Bedeutungen haben:
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Status des Dateisystems Beschreibung

» Das Dateisystem ist ausgefallen und Amazon
FSx kann es nicht wiederherstellen.

» Beim Erstellen eines neuen Dateisystems
FSx konnte Amazon das Dateisystem nicht
erstellen.

Taggen Sie Ihre Amazon FSx for Lustre-Ressourcen

Um lhnen bei der Verwaltung lhrer Dateisysteme und anderer Amazon FSx for Lustre-Ressourcen zu
helfen, kdnnen Sie jeder Ressource lhre eigenen Metadaten in Form von Tags zuweisen. Mithilfe von
Tags koénnen Sie Ihre AWS Ressourcen auf unterschiedliche Weise kategorisieren, z. B. nach Zweck,
Eigentimer oder Umgebung. Dies ist nitzlich, wenn Sie viele Ressourcen desselben Typs haben

— In diesem Fall kdnnen Sie schnell bestimmte Ressourcen basierend auf den zugewiesenen Tags
(Markierungen) bestimmen. In diesem Thema werden Tags (Markierungen) und deren Erstellung
beschrieben.

Themen

» Grundlagen zu Tags (Markierungen)

» Markieren lhrer -Ressourcen

« Tag-Einschrankungen

» Berechtigungen und Tag

Grundlagen zu Tags (Markierungen)

Ein Tag ist eine Bezeichnung, die Sie einer AWS Ressource zuweisen. Jeder Tag (Markierung)
besteht aus einem Schliissel und einem optionalen Wert, beides kénnen Sie bestimmen.

Mithilfe von Tags kénnen Sie Ihre AWS Ressourcen auf unterschiedliche Weise kategorisieren, z. B.
nach Zweck, Eigentimer oder Umgebung. Sie kdnnten beispielsweise eine Reihe von Tags flr die
Amazon FSx for Lustre-Dateisysteme Ihres Kontos definieren, mit deren Hilfe Sie den Besitzer und
die Stack-Ebene jeder Instance verfolgen kdénnen.

Wir empfehlen die Verwendung von Tag (Markierung)-Schlisseln, die die Anforderungen der
jeweiligen Ressourcentypen erflllen. Die Verwendung einheitlicher Tag-Schlissel vereinfacht das
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Verwalten der -Ressourcen. Sie kénnen die Ressourcen auf Grundlage der hinzugefligten Tags
(Markierungen) filtern und danach suchen.

Tags haben fur Amazon keine semantische Bedeutung FSx und werden ausschlieflich als
Zeichenfolge interpretiert. AuRerdem werden Tags (Markierungen) nicht automatisch Ihren
Ressourcen zugewiesen. Sie kdnnen Tag (Markierung)-Schlissel und -Werte bearbeiten und
Tags (Markierungen) jederzeit von einer Ressource entfernen. Sie kdnnen den Wert eines Tags
(Markierung) zwar auf eine leere Zeichenfolge, jedoch nicht null festlegen. Wenn Sie ein Tag
(Markierung) mit demselben Schlussel wie ein vorhandener Tag (Markierung) fur die Ressource
hinzufugen, wird der alte Wert mit dem neuen Uberschrieben. Wenn Sie eine Ressource l6schen,
werden alle Tags (Markierungen) der Ressource ebenfalls geléscht.

Wenn Sie die Amazon FSx for Lustre-API, die AWS CLI oder ein AWS SDK verwenden, kdnnen

Sie die TagResource API-Aktion verwenden, um Tags auf vorhandene Ressourcen anzuwenden.
Zudem konnen Sie mit einigen Aktionen zur Ressourcenerstellung Tags beim Erstellen einer
Ressource angeben. Wenn Tags (Markierungen) nicht wahrend der Ressourcenerstellung
angewendet werden kdnnen, wird die Ressourcenerstellung rickgangig gemacht. Auf diese Weise
werden Ressourcen entweder mit Tags (Markierungen) oder Gberhaupt nicht erstellt und keine
Ressourcen verbleiben ohne Tags (Markierungen). Indem Sie Ressourcen zum Erstellungszeitpunkt
markieren, mussen Sie anschlieend keine benutzerdefinierten Skripts ausfuhren. Weitere
Informationen dariber, wie Sie Benutzern ermoglichen, Ressourcen bei der Erstellung zu markieren,
finden Sie unter Erteilen der Berechtigung zum Markieren von Ressourcen wahrend der Erstellung.

Markieren lhrer -Ressourcen

Sie kénnen Amazon FSx for Lustre-Ressourcen, die in lhrem Konto vorhanden sind, taggen. Wenn
Sie die FSx Amazon-Konsole verwenden, kénnen Sie Tags auf Ressourcen anwenden, indem

Sie die Registerkarte Tags auf dem entsprechenden Ressourcenbildschirm verwenden. Wenn

Sie Ressourcen erstellen, kdnnen Sie den Namensschlissel mit einem Wert angeben, und Sie
kénnen Tags Ihrer Wahl anwenden, wenn Sie ein neues Dateisystem erstellen. Die Konsole kann
Ressourcen nach dem Name-Tag organisieren, aber dieses Tag hat fir den Amazon FSx for Lustre-
Service keine semantische Bedeutung.

Sie kdnnen tagbasierte Berechtigungen auf Ressourcenebene in lhren IAM-Richtlinien auf Amazon
FSx for Lustre-API-Aktionen anwenden, die das Tagging bei der Erstellung unterstiitzen, um eine
detaillierte Kontrolle Gber die Benutzer und Gruppen zu implementieren, die Ressourcen bei der
Erstellung taggen kdnnen. lhre Ressourcen sind ab Erstellung ordnungsgemal geschutzt. Tags
(Markierungen) werden direkt auf Inre Ressourcen angewendet. Daher treten alle Tag (Markierung)-
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basierten Berechtigungen auf Ressourcenebene, die die Verwendung von Ressourcen steuern,
direkt in Kraft. Ihre Ressourcen kénnen nachverfolgt und genauer erfasst werden. Sie kénnen das
Markieren neuer Ressourcen gewahrleisten und steuern, welche Tag (Markierung)-Schltssel und
Werte flr lhre Ressourcen festgelegt sind.

Sie kdnnen auch Berechtigungen auf Ressourcenebene auf die API-Aktionen TagResource und
UntagResource Amazon FSx for Lustre-API-Aktionen in lhren IAM-Richtlinien anwenden, um zu
kontrollieren, welche Tag-Schlissel und -Werte fir Ihre vorhandenen Ressourcen festgelegt werden.

Weitere Informationen zum Markieren von Ressourcen flir die Fakturierung finden Sie unter
Verwendung von Tags (Markierungen) zur Kostenzuordnung im Benutzerhandbuch fir AWS Billing .

Tag-Einschrankungen

Die folgenden grundlegenden Einschrankungen gelten fir Tags (Markierungen):

* Maximale Anzahl von Tags (Markierungen) pro Ressource: 50

« Jeder Tag (Markierung) muss fur jede Ressource eindeutig sein. Jeder Tag (Markierung) kann nur
einen Wert haben.

« Maximale Schlissellange: 128 Unicode-Zeichen in UTF-8
* Maximale Wertlange: 256 Unicode-Zeichen in UTF-8

* Die zulassigen Zeichen fir Amazon FSx for Lustre-Tags sind: Buchstaben, Zahlen und
Leerzeichen, die in UTF-8 dargestellt werden kdnnen, sowie die folgenden Zeichen: + - =. _:/@.

» Bei Tag-Schlisseln und -Werten wird zwischen Grof3- und Kleinschreibung unterschieden.

* Das aws: Préafix ist fir die Verwendung reserviert. AWS Wenn der Tag (Markierung) Gber einen
Tag (Markierung)-Schlissel mit diesem Prafix verfigt, kénnen Sie den Schllissel oder Wert des
Tags (Markierung) nicht bearbeiten oder I6schen. Tags (Markierungen) mit dem Prafix aws :
werden nicht als lhre Tags (Markierungen) pro Ressourcenlimit angerechnet.

Sie kénnen eine Ressource nicht ausschliel3lich anhand ihrer Tags I6schen. Sie missen die
Ressourcen-ID angeben. Um beispielsweise ein Dateisystem zu I6schen, das Sie mit einem Tag-
Schlissel namens gekennzeichnet habenDeleteMe, missen Sie die DeleteFileSystem Aktion
mit der Dateisystem-Ressourcen-ID verwenden, z. B. fs-1234567890abcdefO.

Wenn Sie o6ffentliche oder gemeinsam genutzte Ressourcen taggen, sind die von lhnen
zugewiesenen Tags nur fur Sie verfugbar. Andere haben keinen Zugriff auf diese Tags AWS-Konto.
AWS-Konto Fir die Tag-basierte Zugriffskontrolle auf gemeinsam genutzte Ressourcen AWS-Konto
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muss jede Ressource ihren eigenen Satz von Tags zuweisen, um den Zugriff auf die Ressource zu
kontrollieren.

Berechtigungen und Tag

Weitere Informationen zu den Berechtigungen, die erforderlich sind, um FSx Amazon-Ressourcen bei
der Erstellung zu taggen, finden Erteilen der Berechtigung zum Markieren von Ressourcen wahrend

der Erstellung Sie unter. Weitere Informationen zur Verwendung von Tags zur Beschrankung des

Zugriffs auf FSx Amazon-Ressourcen in IAM-Richtlinien finden Sie unter. Verwenden von Tags zur

Steuerung des Zugriffs auf Ihre FSx Amazon-Ressourcen

Wartungsfenster FSx von Amazon for Lustre

Amazon FSx for Lustre flhrt routinemaRige Software-Patches fur die von ihm verwaltete Lustre
Software durch. Patches erfolgen selten, in der Regel einmal alle paar Wochen. Das Wartungsfenster
bietet Innen die Mdglichkeit, zu kontrollieren, an welchem Wochentag und zu welcher Uhrzeit das
Software-Patching erfolgt. Das Wartungsfenster wahlen Sie bei der Erstellung des Dateisystems aus.
Wenn Sie keine Zeitpraferenz haben, wird ein Standardfenster von 30 Minuten zugewiesen.

Das Patchen sollte nur einen Bruchteil Ihres 30-minlGtigen Wartungsfensters in Anspruch

nehmen. Wahrend dieser wenigen Minuten ist Ihr Dateisystem vortbergehend nicht verfigbar.
Dateioperationen, die von Clients ausgefihrt werden, wahrend das Dateisystem nicht verfigbar
ist, werden auf transparente Weise wiederholt und sind schliel3lich nach Abschluss der Wartung
erfolgreich. Beachten Sie, dass der In-Memory-Cache wahrend der Wartung geléscht wird, was zu
héheren Latenzen fuhrt, bis die Wartung abgeschlossen ist.

FSx for Lustre ermdglicht es lhnen, Ihr Wartungsfenster nach Bedarf an lhre Arbeitslast und lhre
betrieblichen Anforderungen anzupassen. Sie kdnnen Ihr Wartungsfenster beliebig oft verschieben,
vorausgesetzt, dass mindestens einmal alle 14 Tage ein Wartungsfenster geplant ist. Wenn ein Patch
veroffentlicht wird und Sie innerhalb von 14 Tagen kein Wartungsfenster geplant haben, wird FSx for
Lustre mit der Wartung des Dateisystems fortfahren, um dessen Sicherheit und Zuverlassigkeit zu
gewahrleisten.

Sie kénnen die Amazon FSx Management Console AWS CLI, AWS API oder eine davon verwenden,
AWS SDKs um das Wartungsfenster fur Ihre Dateisysteme zu andern.

Um das Wartungsfenster mithilfe der Konsole zu andern

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.
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2. Wahlen Sie im Navigationsbereich Dateisysteme aus.

3. Wahlen Sie das Dateisystem aus, flir das Sie das Wartungsfenster andern mdchten. Die Seite
mit den Dateisystemdetails wird angezeigt.

4. Wahlen Sie die Registerkarte Wartung. Das Fenster ,Einstellungen® des Wartungsfensters wird
angezeigt.

5. Wahlen Sie Bearbeiten und geben Sie den neuen Tag und die Uhrzeit ein, an dem das
Wartungsfenster beginnen soll.

6. Waihlen Sie Speichern, um lhre Anderungen zu speichern. Die neue Startzeit der Wartung wird
im Bereich Einstellungen angezeigt.

Sie konnen das Wartungsfenster fur Ihr Dateisystem mit dem update-file-systemCLI-Befehl andern.
Flhren Sie den folgenden Befehl aus und ersetzen Sie dabei die Dateisystem-ID durch die ID far Ihr
Dateisystem und das Datum und die Uhrzeit, zu der Sie das Fenster starten mochten.

aws fsx update-file-system --file-system-id fs-01234567890123456 --lustre-configuration
WeeklyMaintenanceStartTime=1:01:30

Verwaltung von Lustre-Versionen

FSx for Lustre unterstlitzt derzeit mehrere Lustre-Versionen mit langfristigem Support (LTS),

die von der Lustre-Community veréffentlicht wurden. Neuere LTS-Versionen bieten Vorteile

wie Leistungsverbesserungen, neue Funktionen und Unterstlitzung fir die neuesten Linux-
Kernelversionen flr lhre Client-Instances. Mit dem, oder kénnen Sie |hre Dateisysteme innerhalb
weniger Minuten auf neuere Lustre-Versionen aktualisieren. AWS-Managementkonsole AWS CLI
AWS SDKs

FSx for Lustre unterstutzt derzeit die Lustre LTS-Versionen 2.10, 2.12 und 2.15. Sie kénnen die LTS-
Version |Ihres FSx for Lustre-Dateisystems mithilfe des Befehls oder mithilfe des Befehls ermitteln.
AWS-Managementkonsole describe-file-systems AWS CLI

Bevor Sie ein Lustre-Versionsupgrade durchfihren, empfehlen wir lhnen, die unter beschriebenen
Schritte zu befolgen. Bewahrte Methoden flur Lustre-Versionsupgrades

Themen

» Bewahrte Methoden flr Lustre-Versionsupgrades

» Durchfuhrung des Upgrades
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Bewahrte Methoden fur Lustre-Versionsupgrades

Wir empfehlen, diese bewahrten Methoden zu befolgen, bevor Sie die Lustre-Version lhres FSx for
Lustre-Dateisystems aktualisieren:

Testen Sie in einer Nicht-Produktionsumgebung: Testen Sie ein Lustre-Versionsupgrade auf
einem Duplikat Ihres Produktionsdateisystems, bevor Sie Ihr Produktionsdateisystem aktualisieren.
Dadurch wird ein reibungsloser Upgrade-Prozess fur Ihre Produktions-Workloads gewahrleistet.

Stellen Sie die Client-Kompatibilitat sicher: Stellen Sie sicher, dass die Linux-Kernel-Versionen,
die auf lhren Client-Instances ausgefiihrt werden, mit der Lustre-Version kompatibel sind, auf die
Sie aktualisieren mochten. Details dazu finden Sie unter LustreDateisystem- und Client-Kernel-

Kompatibilitat.

Erstellen Sie eine Sicherungskopie lhrer Daten:

» Fur Dateisysteme, die nicht mit S3 verknUpft sind: Wir empfehlen lhnen, vor dem Upgrade
der Lustre-Version eine FSx Sicherungskopie zu erstellen, damit Sie Uber einen bekannten
Wiederherstellungspunkt flr Ihr Dateisystem verfligen. Wenn automatische tagliche Backups
auf lhrem Dateisystem aktiviert sind, erstellt Amazon vor dem Upgrade FSx automatisch eine
Sicherungskopie Ihres Dateisystems.

» Fur Dateisysteme, die mit S3 verknupft sind, empfehlen wir, vor dem Upgrade sicherzustellen,
dass alle Anderungen nach S3 exportiert wurden. Wenn Sie den automatischen Export aktiviert
haben, Uberprifen Sie, ob die Age0f0ldestQueuedMessage AutoExportMetrik Null ist, um

sicherzustellen, dass alle Anderungen erfolgreich nach S3 exportiert wurden. Wenn Sie den
automatischen Export nicht aktiviert haben, kdnnen Sie vor dem Upgrade einen manuellen
DRT-Export (Data Repository Task) ausfuhren, um Ihr Dateisystem mit dem S3-Bucket zu
synchronisieren.

Durchfuhrung des Upgrades

Gehen Sie wie folgt vor, um Ihr FSx for Lustre-Dateisystem auf eine neuere Version zu aktualisieren:

1.

Alle Clients aushangen: Bevor Sie das Upgrade starten, missen Sie das Dateisystem von
allen Client-Instanzen trennen, die auf Ihr Dateisystem zugreifen. Sie kébnnen anhand der
ClientConnections Metrik auf Amazon Uberprifen, ob alle Clients erfolgreich unmountet
wurden. CloudWatch Diese Metrik sollte keine Verbindungen anzeigen. Der Upgrade-Vorgang
wird nicht fortgesetzt, wenn noch Clients mit dem Dateisystem verbunden sind.
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Sie kénnen die Liste der Client-Netzwerkkennungen (NIDs), die mit dem Dateisystem verbunden
sind, in der . fsx/clientConnections Datei einsehen, die im Stammverzeichnis lhres
Dateisystems gespeichert ist. Diese Datei wird alle 5 Minuten aktualisiert. Sie kbnnen den cat
Befehl verwenden, um den Inhalt der Datei anzuzeigen, wie in diesem Beispiel:

cat /test/.fsx/clientConnections

2. Aktualisieren Sie die Lustre-Version: Sie kénnen die Lustre-Version lhres FSx for Lustre-
Dateisystems mithilfe der FSx Amazon-Konsole, der oder der AWS CLI Amazon-API
aktualisieren. FSx Wir empfehlen, lhre Dateisysteme auf die neueste Lustre-Version zu
aktualisieren, die von for Lustre unterstitzt wird. FSx

Um die Lustre-Version eines Dateisystems (Konsole) zu aktualisieren

a. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

b. Wahlen Sie im linken Navigationsbereich die Option Dateisysteme aus. Wahlen Sie in der
Liste Dateisysteme das FSx for Lustre-Dateisystem aus, fir das Sie die Lustre-Version
aktualisieren mochten.

c. Wahlen Sie unter Aktionen die Option Lustre-Version des Dateisystems aktualisieren aus.
Oder wéhlen Sie im Ubersichtsfenster neben dem Feld Lustre-Version des Dateisystems die
Option Aktualisieren aus. Das Dialogfeld ,Lustre-Version des Dateisystems aktualisieren®
wird angezeigt. Das Dialogfeld Lustre-Version des Dateisystems aktualisieren wird
angezeigt.

d. Wahlen Sie fur das Feld Neue Lustre-Version auswéahlen eine Lustre-Version aus. Der von
Ihnen gewahlte Wert muss neuer als die aktuelle Lustre-Version sein.

e. Wahlen Sie Aktualisieren.

Um die Lustre-Version eines Dateisystems (CLI) zu aktualisieren

Verwenden Sie den Befehl, um die Lustre-Version eines FSx for Lustre-Dateisystems
zu aktualisieren. AWS CLI update-file-system (Die entsprechende API-Aktion ist
UpdateFileSystem.) Legen Sie die folgenden Parameter fest:

* Geben --file-system-id Sie die ID des Dateisystems ein, das Sie aktualisieren.

« Stellen --file-system-type-version Sie fir das Dateisystem, das Sie aktualisieren, auf
eine neuere Lustre-Version ein.
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Im folgenden Beispiel wird die Lustre-Version des Dateisystems von 2.12 auf 2.15 aktualisiert:

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0 \
--file-system-type-version "2.15"

3. Alle Clients einbinden: Sie kénnen den Fortschritt der Lustre-Versionsupdates Gberwachen,
indem Sie den Tab Updates in der FSx Amazon-Konsole oder describe-file-systems im
AWS CLI. Sobald der Upgrade-Status der Lustre-Version als angezeigt wirdCompleted, kbnnen
Sie das Dateisystem auf Ihren Client-Instances sicher erneut mounten und lhre Arbeitslast
wieder aufnehmen.

Loschen eines Dateisystems

Sie kdnnen ein Amazon FSx for Lustre-Dateisystem mithilfe der FSx Amazon-Konsole AWS CLI, der
und der FSx Amazon-API I6schen. Bevor Sie ein FSx for Lustre-Dateisystem I6schen, sollten Sie es
von jeder verbundenen EC2 Amazon-Instance unmounten. Um auf S3-verknipften Dateisystemen
sicherzustellen, dass alle Ihre Daten vor dem Léschen lhres Dateisystems in S3 zuriickgeschrieben
werden, kdnnen Sie entweder darauf achten, dass die AgeOfOldestQueuedMessageMetrik Null ist

(wenn Sie den automatischen Export verwenden), oder Sie kdnnen eine Aufgabe zum Exportieren
eines Datenrepositorys ausfihren. Wenn Sie den automatischen Export aktiviert haben und

eine Aufgabe zum Exportieren eines Datenrepositorys verwenden mdchten, missen Sie den
automatischen Export deaktivieren, bevor Sie die Aufgabe zum Exportieren des Datenrepositorys
ausfuhren.

Um ein Dateisystem nach dem Aushangen von jeder EC2 Amazon-Instance zu l6schen:

« Verwenden der Konsole — Folgen Sie dem unter beschriebenen Verfahren. Schritt 5: Bereinigen

von -Ressourcen

» Verwenden der API oder CLI — Verwenden Sie den DeleteFileSystemAPI-Vorgang oder den

delete-file-systemCLI-Befehl.
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Schutzen Sie lhre Daten mit Backups

Mit Amazon FSx for Lustre kdnnen Sie automatische tagliche Backups und vom Benutzer initiierte
Backups von persistenten Dateisystemen erstellen, die nicht mit einem dauerhaften Amazon S3 S3-
Daten-Repository verknUpft sind. FSx Amazon-Backups sind file-system-consistent dulRerst robust
und inkrementell. Um eine hohe Haltbarkeit zu gewahrleisten, speichert Amazon FSx for Lustre
Backups im Amazon Simple Storage Service (Amazon S3) mit einer Haltbarkeit von 99,999999999%
(11 9).

FSx Bei Lustre handelt es sich bei Dateisystem-Backups um blockbasierte, inkrementelle Backups,
unabhangig davon, ob sie mithilfe der automatischen taglichen Sicherung oder der vom Benutzer
initiierten Backup-Funktion generiert werden. Das heil3t, wenn Sie ein Backup erstellen, FSx
vergleicht Amazon die Daten auf lhrem Dateisystem mit Ihrem vorherigen Backup auf Blockebene.
Dann FSx speichert Amazon eine Kopie aller Anderungen auf Blockebene im neuen Backup. Daten
auf Blockebene, die seit der vorherigen Sicherung unverandert geblieben sind, werden nicht in der
neuen Sicherung gespeichert. Die Dauer des Sicherungsvorgangs hangt davon ab, wie viele Daten
sich seit der letzten Sicherung geandert haben, und ist unabhangig von der Speicherkapazitat des
Dateisystems. Die folgende Liste zeigt die Backup-Zeiten unter verschiedenen Umstéanden:

+ Die erste Sicherung eines brandneuen Dateisystems mit sehr wenigen Daten dauert Minuten.

 Die erste Sicherung eines brandneuen Dateisystems, die nach dem Laden TBs der Daten erstellt
wurde, dauert Stunden.

- Eine zweite Sicherung des Dateisystems mit Daten mit TBs minimalen Anderungen an den Daten
auf Blockebene (relativ wenige Erstellungen/Anderungen) dauert Sekunden.

» Eine dritte Sicherung desselben Dateisystems, nachdem eine gro3e Datenmenge hinzugefligt und
geandert wurde, dauert Stunden.

Wenn Sie eine Sicherung l6schen, werden nur die Daten entfernt, die fir diese Sicherung eindeutig
sind. Jedes FSx For Lustre-Backup enthalt alle Informationen, die benétigt werden, um aus dem
Backup ein neues Dateisystem zu erstellen, wodurch ein point-in-time Snapshot des Dateisystems
effektiv wiederhergestellt wird.

Das Erstellen regelmafiger Backups fur Ihr Dateisystem ist eine bewahrte Methode, die die
Replikation erganzt, die Amazon FSx for Lustre fur Ihr Dateisystem durchfuhrt. FSx Amazon-Backups
unterstutzen Sie dabei, Ihre Anforderungen an die Aufbewahrung und Einhaltung von Vorschriften
fur Backups zu erflllen. Die Arbeit mit Amazon FSx for Lustre-Backups ist einfach, egal ob es
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darum geht, Backups zu erstellen, eine Sicherung zu kopieren, ein Dateisystem aus einer Sicherung
wiederherzustellen oder eine Sicherung zu lI6schen.

Backups werden auf Scratch-Dateisystemen nicht unterstiitzt, da diese Dateisysteme flir die
temporare Speicherung und kurzfristigere Verarbeitung von Daten konzipiert sind. Backups werden
auf Dateisystemen, die mit einem Amazon S3 S3-Bucket verkntipft sind, nicht unterstitzt, da der
S3-Bucket als primares Daten-Repository dient und das Lustre Dateisystem nicht unbedingt den
gesamten Datensatz zu einem bestimmten Zeitpunkt enthalt.

Themen

» Backup-Unterstitzung FSx fir Lustre

« Arbeiten mit automatischen taglichen Backups

« Arbeiten mit vom Benutzer initiierten Backups

» Verwendung AWS Backup mit Amazon FSx

» Kopieren eines Backups

» Backups werden innerhalb derselben Datei kopiert AWS-Konto

» Backups wiederherstellen

» Loschen von Backups

Backup-Unterstutzung FSx fur Lustre

Backups werden nur auf FSx persistenten Lustre-Dateisystemen unterstutzt, die nicht mit einem
Amazon S3 S3-Daten-Repository verknupft sind.

Amazon unterstitzt FSx keine Backups auf Scratch-Dateisystemen, da Scratch-Dateisysteme fur
die temporare Speicherung und kurzfristigere Verarbeitung von Daten konzipiert sind. Amazon
unterstitzt FSx keine Backups auf Dateisystemen, die mit einem Amazon S3 S3-Bucket verknupft
sind, da der S3-Bucket als primares Daten-Repository dient und das Dateisystem nicht unbedingt
den gesamten Datensatz zu einem bestimmten Zeitpunkt enthalt. Weitere Informationen erhalten Sie
unter Bereitstellungs- und Speicherklassenoptionen und Verwenden von Datenrepositorys.

Arbeiten mit automatischen taglichen Backups

Amazon FSx for Lustre kann taglich ein automatisches Backup Ihres Dateisystems erstellen.
Diese automatischen taglichen Backups erfolgen wahrend des taglichen Backup-Fensters, das bei
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der Erstellung des Dateisystems festgelegt wurde. Irgendwann wahrend des taglichen Backup-
Fensters wird der Speicher I/O mdéglicherweise kurzzeitig unterbrochen, wahrend der Backup-
Vorgang initialisiert wird (normalerweise flir weniger als ein paar Sekunden). Wir empfehlen lhnen,
bei der Auswahl lhres taglichen Backup-Fensters eine passende Tageszeit zu wahlen. Diese Zeit
liegt idealerweise aul3erhalb der normalen Betriebszeiten der Anwendungen, die das Dateisystem
verwenden.

Automatische tagliche Backups werden fir einen bestimmten Zeitraum aufbewahrt, der als
Aufbewahrungszeitraum bezeichnet wird. Sie kdnnen die Aufbewahrungsfrist auf 0 bis 90 Tage
festlegen. Wenn Sie den Aufbewahrungszeitraum auf 0 (Null) Tage festlegen, werden automatische
tagliche Backups deaktiviert. Die Standardaufbewahrungsdauer fir automatische tagliche Backups
betragt 0 Tage. Automatische tagliche Backups werden geldscht, wenn das Dateisystem geldscht
wird.

® Note

Wenn Sie die Aufbewahrungsfrist auf 0 Tage festlegen, wird lhr Dateisystem niemals
automatisch gesichert. Es wird dringend empfohlen, automatische tagliche Backups fir
Dateisysteme zu verwenden, mit denen ein gewisses Mal} an kritischer Funktionalitat
verknlpft ist.

Sie kénnen die AWS CLI oder eine der Optionen verwenden AWS SDKs , um das Backup-Fenster
und den Aufbewahrungszeitraum flir Backups fuir Ihre Dateisysteme zu andern. Verwenden Sie die
UpdateFileSystemAPI-Operation oder den update-file-systemCLI-Befehl.

Arbeiten mit vom Benutzer initiierten Backups

Mit Amazon FSx for Lustre kdnnen Sie jederzeit manuell Backups |hrer Dateisysteme erstellen. Sie
kdénnen dies mit der Amazon FSx for Lustre-Konsole, der APl oder der AWS Command Line Interface
(CLI) tun. Ihre vom Benutzer initiierten Backups von FSx Amazon-Dateisystemen laufen nie ab und
sie sind so lange verfligbar, wie Sie sie behalten méchten. Benutzerinitiierte Backups werden auch
nach dem Léschen des Dateisystems, das gesichert wurde, beibehalten. Sie kénnen vom Benutzer
initiierte Backups nur mithilfe der Amazon FSx for Lustre-Konsole, API oder CLI I6schen. Sie werden
niemals automatisch von Amazon geléscht. FSx Weitere Informationen finden Sie unter L6schen von
Backups.
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Benutzerinitiierte Backups erstellen

Das folgende Verfahren fiihrt Sie durch die Erstellung eines vom Benutzer initiierten Backups in der
FSx Amazon-Konsole flr ein vorhandenes Dateisystem.

So erstellen Sie ein vom Benutzer initiiertes Dateisystem-Backup

1. Offnen Sie die Amazon FSx for Lustre-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Konsolen-Dashboard den Namen des Dateisystems aus, das Sie sichern
mdchten.

3. Wahlen Sie unter Aktionen die Option Backup erstellen aus.

4. Geben Sie im sich 6ffnenden Dialogfeld ,Backup erstellen“ einen Namen fur Ihr Backup ein.
Backup-Namen konnen maximal 256 Unicode-Zeichen enthalten, einschlie3lich Buchstaben,
Leerzeichen, Zahlen und Sonderzeichen. + - = _:/

5. Wahlen Sie Create backup (Backup erstellen).

Sie haben jetzt Ihr Dateisystem-Backup erstellt. Sie finden eine Tabelle mit all Ihren Backups in der
Amazon FSx for Lustre-Konsole, indem Sie in der linken Navigationsleiste Backups wahlen. Sie
kénnen nach dem Namen suchen, den Sie lhrem Backup gegeben haben, und die Tabelle so filtern,
dass nur passende Ergebnisse angezeigt werden.

Wenn Sie ein vom Benutzer initiiertes Backup wie in diesem Verfahren beschrieben erstellen, hat es
den Typ und den Status Wird erstellt USER_INITIATED, wahrend Amazon das Backup FSx erstellt.
Wiéhrend das Backup auf Amazon S3 (ibertragen wird, &ndert sich der Status in Ubertragen, bis es
vollstandig verfugbar ist.

Verwendung AWS Backup mit Amazon FSx

AWS Backup ist eine einfache und kostenglnstige Moglichkeit, Ihre Daten zu schitzen, indem Sie
Ihre FSx Amazon-Dateisysteme sichern. AWS Backup ist ein einheitlicher Backup-Service, der

das Erstellen, Kopieren, Wiederherstellen und Léschen von Backups vereinfacht und gleichzeitig
eine verbesserte Berichterstattung und Prifung bietet. AWS Backup erleichtert die Entwicklung

einer zentralen Backup-Strategie zur Einhaltung gesetzlicher, regulatorischer und professioneller
Vorschriften. AWS Backup erleichtert aulRerdem den Schutz lhrer AWS Speichervolumes,
Datenbanken und Dateisysteme, indem es einen zentralen Ort bereitstellt, an dem Sie Folgendes tun
kénnen:
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» Konfigurieren und priifen Sie die AWS Ressourcen, die Sie sichern mdchten.
» Automatisieren geplanter Sicherungen

+ Festlegen von Aufbewahrungsrichtlinien

» Kopieren Sie Backups zwischen AWS Regionen und AWS Konten.

- Uberwachen der letzten Sicherungs- und Wiederherstellungsaktivititen

AWS Backup verwendet die integrierte Backup-Funktionalitat von Amazon FSx. Von der AWS
Backup Konsole aus erstellte Backups haben dieselbe Konsistenz und Leistung des Dateisystems
und dieselben Wiederherstellungsoptionen wie Backups, die Gber die FSx Amazon-Konsole erstellt
wurden. Wenn Sie AWS Backup diese Backups verwalten, erhalten Sie zusatzliche Funktionen, wie
z. B. unbegrenzte Aufbewahrungsoptionen und die Moglichkeit, geplante Backups so oft wie jede
Stunde zu erstellen. Darlber hinaus werden lhre unveranderlichen Backups auch nach dem Léschen
des Quelldateisystems AWS Backup beibehalten. Dies schiitzt vor versehentlichem oder boswilligem
Léschen.

Backups, die von erstellt wurden, AWS Backup haben einen Backup-Typ AWS_BACKUP und sind
inkrementell im Vergleich zu allen anderen FSx Amazon-Backups, die Sie von Ihrem Dateisystem
erstellen. Von erstellte Backups AWS Backup gelten als vom Benutzer initiierte Backups und
werden auf das vom Benutzer initilerte Backup-Kontingent fir Amazon angerechnet. FSx Sie
kénnen Backups, die von erstellt wurden, AWS Backup in der FSx Amazon-Konsole, CLI und

APl anzeigen und wiederherstellen. Sie konnen die Backups, die von AWS Backup in der FSx
Amazon-Konsole, CLI oder API erstellt wurden, jedoch nicht I6schen. Weitere Informationen AWS
Backup zur Sicherung Ihrer FSx Amazon-Dateisysteme finden Sie unter Arbeiten mit FSx Amazon-

Dateisystemen im AWS Backup Entwicklerhandbuch.

Kopieren eines Backups

Sie kbnnen Amazon verwenden FSx , um Backups innerhalb desselben AWS Kontos manuell
auf ein anderes AWS-Region (regionsubergreifende Kopien) oder innerhalb desselben Kontos
AWS-Region (regionsinterne Kopien) zu kopieren. Sie kdnnen regionsubergreifende Kopien nur
innerhalb derselben Partition erstellen. AWS Sie kdnnen mithilfe der FSx Amazon-Konsole oder
API benutzerinitiierte Sicherungskopien erstellen. AWS CLI Wenn Sie eine benutzerinitiierte
Sicherungskopie erstellen, hat sie den folgenden Typ. USER_INITIATED

Sie kénnen es auch verwenden AWS Backup , um Backups kontentbergreifend AWS-Regionen
und AWS kontenubergreifend zu kopieren. AWS Backup ist ein vollstandig verwalteter Backup-
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Management-Service, der eine zentrale Schnittstelle fur richtlinienbasierte Backup-Plane bietet. Dank
der kontenubergreifenden Verwaltung kénnen Sie Backup-Richtlinien automatisch verwenden, um
Backup-Plane fir alle Konten innerhalb Ihres Unternehmens anzuwenden.

Regionsubergreifende Backup-Kopien sind besonders wertvoll fur die regionsubergreifende
Notfallwiederherstellung. Sie erstellen Backups und kopieren sie in eine andere AWS Region,
sodass Sie im Fall eines Notfalls in der primaren AWS-Region Region Daten aus dem Backup
wiederherstellen und die Verfligbarkeit in der anderen AWS Region schnell wiederherstellen kdnnen.
Sie kbnnen auch Sicherungskopien verwenden, um Ihren Dateidatensatz in eine andere AWS-
Region oder innerhalb derselben zu klonen AWS-Region. Sie erstellen Sicherungskopien innerhalb
desselben AWS Kontos (regionsubergreifend oder regionsibergreifend), AWS CLI indem Sie die
FSx Amazon-Konsole oder die Amazon FSx for Lustre-AP| verwenden. Sie kdnnen damit auch
Sicherungskopien erstellen AWS Backup, entweder auf Abruf oder auf Grundlage von Richtlinien.

Kontolbergreifende Sicherungskopien sind nitzlich, wenn es darum geht, lhre gesetzlichen
Anforderungen zu erflllen und Backups auf ein isoliertes Konto zu kopieren. Sie bieten auch eine
zusatzliche Datenschutzebene, um das versehentliche oder boswillige Loschen von Backups,

den Verlust von Anmeldeinformationen oder die Kompromittierung von AWS KMS Schlisseln zu
verhindern. Kontoubergreifende Backups unterstitzen Fan-In (Kopieren von Backups von mehreren
Primarkonten auf ein isoliertes Backup-Kopie-Konto) und Fan-Out (Kopieren von Backups von einem
primaren Konto auf mehrere isolierte Backup-Kopie-Konten).

Mithilfe von with support kdnnen Sie kontoubergreifende Sicherungskopien erstellen. AWS Backup
AWS Organizations Kontogrenzen fur kontenltbergreifende Kopien werden durch AWS Organizations
Richtlinien definiert. Weitere Informationen zur Erstellung von AWS Backup kontoUbergreifenden
Backup-Kopien finden Sie AWS-Konten im AWS Backup Developer Guide unter Backup-Kopien
erstellen.

Einschrankungen bei Backup-Kopien

Im Folgenden sind einige Einschrankungen beim Kopieren von Backups aufgefiihrt:

» Backups von Dateisystemen, die die Intelligent-Tiering-Speicherklasse verwenden, unterstlitzen
keine Sicherungskopien.

* Regionsubergreifende Sicherungskopien werden nur zwischen zwei beliebigen Handelsregionen
AWS-Regionen, zwischen den Regionen China (Peking) und China (Ningxia) sowie zwischen den
Regionen AWS GovCloud (USA-Ost) und AWS GovCloud (US-West) unterstitzt, jedoch nicht
zwischen diesen Gruppen von Regionen.
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» Regionsubergreifende Backup-Kopien werden in Opt-in-Regionen nicht unterstitzt.
« Sie kdnnen in jeder Region Sicherungskopien fur jede Region erstellen. AWS-Region
* Das Quell-Backup muss den Status von haben, AVAILABLE bevor Sie es kopieren kénnen.

» Sie kdnnen ein Quell-Backup nicht [6schen, wenn es kopiert wird. Zwischen dem Zeitpunkt, zu dem
das Ziel-Backup verfugbar wird, und dem Zeitpunkt, zu dem Sie das Quell-Backup l16schen dirfen,
kann es zu einer kurzen Verzogerung kommen. Sie sollten diese Verzdgerung bertcksichtigen,
wenn Sie erneut versuchen, ein Quell-Backup zu l6éschen.

+ AWS-Region Pro Konto kédnnen bis zu funf Backup-Kopie-Anfragen an ein einziges Ziel ausgefihrt
werden.

Berechtigungen fur regionsubergreifende Sicherungskopien

Sie verwenden eine IAM-Richtlinienanweisung, um Berechtigungen zur Durchfihrung eines
Sicherungskopievorgangs zu erteilen. Um mit der AWS Quellregion zu kommunizieren und eine
regionsubergreifende Sicherungskopie anzufordern, muss der Anforderer (IAM-Rolle oder IAM-
Benutzer) Zugriff auf das Quell-Backup und die Quellregion haben. AWS

Sie verwenden die Richtlinie, um der CopyBackup Aktion fiir den Sicherungskopievorgang
Berechtigungen zu erteilen. Sie geben die Aktion im Action Feld der Richtlinie an, und Sie geben
den Ressourcenwert im Resource Feld der Richtlinie an, wie im folgenden Beispiel.

JSON

{
"Version":"2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "fsx:CopyBackup",
"Resource": "arn:aws:fsx:*:111122223333:backup/*"
}
]
}

Weitere Informationen zu IAM-Richtlinien finden Sie unter Richtlinien und Berechtigungen in IAM im
IAM-Benutzerhandbuch.
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Vollstandige und inkrementelle Kopien

Wenn Sie ein Backup in ein anderes AWS-Region Backup als das Quell-Backup kopieren,

ist die erste Kopie eine vollstandige Sicherungskopie. Nach der ersten Sicherungskopie sind

alle nachfolgenden Sicherungskopien in dieselbe Zielregion innerhalb desselben AWS Kontos
inkrementell, sofern Sie nicht alle zuvor kopierten Backups in dieser Region geléscht haben und
denselben Schlussel verwendet haben. AWS KMS Wenn beide Bedingungen nicht erfullt sind, fuhrt
der Kopiervorgang zu einer vollstandigen (nicht inkrementellen) Sicherungskopie.

Backups werden innerhalb derselben Datei kopiert AWS-Konto

Sie kbnnen Backups von FSx for Lustre-Dateisystemen mithilfe der AWS-Managementkonsole CLI
und der API kopieren, wie in den folgenden Verfahren beschrieben.

Um ein Backup innerhalb desselben Kontos (regionsibergreifend oder regionsubergreifend) mithilfe
der Konsole zu kopieren

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Navigationsbereich Sicherungen aus.

3. Wahlen Sie in der Tabelle Backups das Backup aus, das Sie kopieren mochten, und wahlen Sie
dann Backup kopieren aus.

4. Gehen Sie im Abschnitt Settings (Einstellungen) wie folgt vor:

« Wahlen Sie in der Liste Zielregion eine AWS Zielregion aus, in die das Backup kopiert werden
soll. Das Ziel kann sich in einer anderen AWS Region (regionsubergreifende Kopie) oder
innerhalb derselben AWS Region (regionsinterne Kopie) befinden.

» (Optional) Wahlen Sie ,Tags kopieren®, um Tags aus dem Quell-Backup in das Ziel-Backup zu
kopieren. Wenn Sie in Schritt 6 ,Tags kopieren® auswahlen und auch Tags hinzufiigen, werden
alle Tags zusammengefuhrt.

5. Wahlen Sie unter Verschlusselung den AWS KMS Verschlisselungsschlissel aus, um das
kopierte Backup zu verschlisseln.

6. Geben Sie unter Tags — optional einen Schlissel und einen Wert ein, um Tags fur lhr kopiertes
Backup hinzuzufigen. Wenn Sie hier Tags hinzufigen und in Schritt 4 auch Tags kopieren
ausgewahlt haben, werden alle Tags zusammengeflhrt.

7. Klicken Sie auf Copy backup (Backup kopieren).

Ihr Backup wird innerhalb desselben in AWS-Konto das ausgewahlte kopiert AWS-Region.
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Um ein Backup innerhalb desselben Kontos (regionstibergreifend oder regionstibergreifend) mit der
CLI zu kopieren

+  Verwenden Sie den copy-backup CLI-Befehl oder die CopyBackupAPI-Operation, um ein
Backup innerhalb desselben AWS Kontos zu kopieren, entweder innerhalb einer AWS Region
oder innerhalb einer AWS Region.

Der folgende Befehl kopiert ein Backup mit der ID backup-0abc123456789cba7 aus der us-
east-1 Region.

aws fsx copy-backup \
--source-backup-id backup-0abcl23456789cba7 \
--source-region us-east-1

Die Antwort enthalt die Beschreibung des kopierten Backups.

Sie kénnen Ihre Backups auf der FSx Amazon-Konsole oder programmgesteuert mit dem
describe-backups CLI-Befehl oder der DescribeBackupsAPI-Operation anzeigen.

Backups wiederherstellen

Sie kdnnen ein verfugbares Backup verwenden, um ein neues Dateisystem zu erstellen und so
effektiv einen point-in-time Snapshot eines anderen Dateisystems wiederherzustellen. Sie kénnen
ein Backup mithilfe der Konsole oder einer der AWS SDKs. AWS CLI Das Wiederherstellen

eines Backups in einem neuen Dateisystem dauert genauso lange wie das Erstellen eines neuen
Dateisystems. Die aus dem Backup wiederhergestellten Daten werden verzdgert in das Dateisystem
geladen. Wahrend dieser Zeit kommt es zu einer etwas hoheren Latenz.

® Note

Sie kénnen Ihr Backup nur in einem Dateisystem wiederherstellen, das denselben
Bereitstellungstyp, dieselbe Speicherklasse, dieselbe Durchsatzkapazitat, dieselbe
Speicherkapazitat und denselben Datenkomprimierungstyp aufweist AWS-Region wie das
Original. Sie kénnen die Speicherkapazitat Ihres wiederhergestellten Dateisystems erhéhen,
sobald es verfligbar ist.
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So stellen Sie mithilfe der Konsole ein Dateisystem aus einer Sicherung wieder her

1. Offnen Sie die Amazon FSx for Lustre-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Konsolen-Dashboard in der linken Navigationsleiste Backups aus.

3. Wahlen Sie in der Tabelle Backups das Backup aus, das Sie wiederherstellen méchten, und
wahlen Sie dann Backup wiederherstellen aus.

Der Assistent fur die Erstellung des Dateisystems wird gedffnet, wobei die meisten
Einstellungen auf der Grundlage der Konfiguration des Dateisystems, aus dem das Backup
erstellt wurde, bereits ausgefullt sind. Sie kdnnen optional die Virtual Private Cloud (VPC) -
Konfiguration andern oder eine neuere Lustre-Version wahlen. Beachten Sie, dass andere
Konfigurationseinstellungen, wie der Bereitstellungstyp und der Durchsatz pro Speichereinheit,
wahrend der Wiederherstellung nicht geandert werden kdnnen.

4. Fuhren Sie den Assistenten genauso aus, wie Sie es beim Erstellen eines neuen Dateisystems
tun.

5. Wahlen Sie Review and create.

6. Uberpriifen Sie die Einstellungen, die Sie fiir Inr Amazon FSx for Lustre-Dateisystem ausgewahit
haben, und wahlen Sie dann Dateisystem erstellen.

Sie haben die Daten aus einer Sicherungskopie wiederhergestellt, und ein neues Dateisystem wird
gerade erstellt. Wenn sich der Status auf andertAVAILABLE, kdnnen Sie das Dateisystem wie
gewohnt verwenden.

Loschen von Backups

Das Ldéschen eines Backups ist eine permanente, nicht wiederherstellbare Aktion. Alle Daten in
einem geldschten Backup werden ebenfalls geldscht. Loschen Sie kein Backup, es sei denn, Sie
sind sich sicher, dass Sie dieses Backup in future nicht mehr benétigen werden. Sie kbnnen keine
Backups l6schen, die AWS Backup in der FSx Amazon-Konsole, CLI oder API erstellt wurden.

So léschen Sie ein Backup

1. Offnen Sie die Amazon FSx for Lustre-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Konsolen-Dashboard in der linken Navigationsleiste Backups aus.

3. Wahlen Sie in der Tabelle Backups das Backup aus, das Sie Idschen mdchten, und wahlen Sie
dann Backup lI6schen aus.
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4. \Vergewissern Sie sich im sich 6ffnenden Dialogfeld ,Backups I6schen®, dass die ID des Backups
das Backup identifiziert, das Sie I6schen mochten.

5. Vergewissern Sie sich, dass das Kontrollkastchen fir das Backup, das Sie |I6schen méchten,
aktiviert ist.

6. Wahlen Sie Backups l6schen.

Ihr Backup und alle enthaltenen Daten sind jetzt dauerhaft und unwiederbringlich geléscht.
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Uberwachung von Amazon FSx for Lustre-Dateisystemen

Die Uberwachung ist ein wichtiger Bestandteil der Aufrechterhaltung der Zuverlassigkeit,
Verfugbarkeit und Leistung lhres FSx for Lustre-Dateisystems und Ihrer anderen AWS Ldsungen.
Durch die Erfassung von Uberwachungsdaten aus allen Teilen Ihrer AWS Lésung kénnen Sie Fehler,
die mehrere Punkte betreffen, einfacher debuggen, falls einer auftritt. Mithilfe der folgenden Tools
konnen Sie |hr FSx for Lustre-Dateisystem Uberwachen, melden, wenn etwas nicht stimmt, und bei
Bedarf automatisch MalRnahmen ergreifen:

« Amazon CloudWatch — Uberwacht Inre AWS Ressourcen und die Anwendungen, auf denen
Sie laufen, AWS in Echtzeit. Sie kdnnen Metriken sammeln und verfolgen, benutzerdefinierte
Dashboards erstellen und Alarme einrichten, die Sie benachrichtigen, wenn eine bestimmte
Metrik einen von lhnen festgelegten Schwellenwert erreicht. Sie kdnnen beispielsweise die
Speicherkapazitat oder andere Kennzahlen fur lhre Amazon FSx for Lustre-Instances CloudWatch
verfolgen und bei Bedarf automatisch neue Instances starten.

« Lustre-Protokollierung — Uberwacht die aktivierten Logging-Ereignisse fiir Ihr Dateisystem. Lustre
Logging schreibt diese Ereignisse in Amazon CloudWatch Logs.

* AWS CloudTrail— Erfasst API-Aufrufe und zugehdrige Ereignisse, die von lhnen oder in Ihrem
Namen getatigt wurden, AWS-Konto und Ubermittelt die Protokolldateien an einen von lhnen
angegebenen Amazon S3 S3-Bucket. Sie kdnnen die Benutzer und Konten, die AWS aufgerufen
haben, identifizieren, sowie die Quell-IP-Adresse, von der diese Aufrufe stammen, und den
Zeitpunkt der Aufrufe ermitteln.

Die folgenden Abschnitte enthalten Informationen zur Verwendung der Tools mit lhren FSx for Lustre-
Dateisystemen.

Themen

« Uberwachung mit Amazon CloudWatch

 Protokollierung mit Amazon CloudWatch Logs
 Protokollierung FSx von Lustre-API-Aufrufen mit AWS CloudTrail

Uberwachung mit Amazon CloudWatch

Sie kbnnen Amazon FSx for Lustre mithilfe von Amazon for Lustre Uberwachen CloudWatch, das
Rohdaten von Amazon FSx for Lustre sammelt und zu lesbaren, nahezu in Echtzeit verfligbaren
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Metriken verarbeitet. Diese Statistiken werden fir einen Zeitraum von 15 Monaten aufbewahrt,
sodass Sie auf historische Informationen zugreifen und sich einen besseren Uberblick tiber
die Leistung lhrer Anwendung oder Ihres Dienstes verschaffen kénnen. Weitere Informationen
zu CloudWatch finden Sie unter Was ist Amazon CloudWatch? im CloudWatch Amazon-
Benutzerhandbuch.

CloudWatch Die Metriken FSx fur Lustre sind in sechs Kategorien unterteilt:

 1/O Netzwerkmetriken — Messen Sie die Aktivitat zwischen Clients und Ihrem Dateisystem.

* Objekt-Storage-Server-Metriken — Messen Sie den Netzwerkdurchsatz und die
Festplattendurchsatzauslastung des Object Storage Servers (OSS).

» Zielmetriken flr Objektspeicher — Messen Sie den Festplattendurchsatz und die Festplatten-lOPS-
Auslastung (Object Storage Target, OST).

» Metriken fir Metadaten — Messen Sie die CPU-Auslastung des Metadatenservers (MDS), die
IOPS-Auslastung des Metadatenziels (MDT) und die Operationen mit Client-Metadaten.

» Kennzahlen zur Speicherkapazitdt — Messen Sie die Auslastung der Speicherkapazitat.

» S3-Datenrepository-Metriken — Ermitteln das Alter der altesten Nachricht, die darauf wartet,
importiert oder exportiert zu werden, und Umbenennungen, die vom Dateisystem verarbeitet
werden.

Das folgende Diagramm zeigt ein FSx For Lustre-Dateisystem, seine Komponenten und seine
metrischen Kategorien.

Uberwachung mit CloudWatch 274


https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/WhatIsCloudWatch.html

FSx fur Lustre Lustre-Benutzerhandbuch

Object storage server (OSS) metrics

Object storage target (OST) metrics
Storage capacity metrics

* —>
Network 1/0 <—

metrics

k.,

-~

Metadata server (MDS) Metadata metrics o0 qata target (MDT)

! 8 E

FSx for Lustre sendet Metrikdaten in Intervallen von 1 CloudWatch Minute an.

(® Note

Wahrend der Wartungsfenster fur das Dateisystem Ihres Amazon FSx for Lustre-
Dateisystems durfen keine Messwerte veroffentlicht werden.

Themen
* So verwenden Sie Amazon FSx for Lustre-Metriken CloudWatch
Zugriff auf Metriken CloudWatch

Kennzahlen und Dimensionen von Amazon FSx for Lustre

Leistungswarnungen und Empfehlungen

CloudWatch Alarme zur Uberwachung von Messwerten erstellen

So verwenden Sie Amazon FSx for Lustre-Metriken CloudWatch

Jedes Amazon FSx for Lustre-Dateisystem besteht aus zwei Hauptarchitekturkomponenten:
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» Ein oder mehrere Objektspeicherserver (OSSs), die Daten fir Clients bereitstellen, die auf das
Dateisystem zugreifen. Jedes Betriebssystem ist an ein oder mehrere Speichervolumes angehangt,
die als Objektspeicherziele (OSTs) bezeichnet werden und die Daten in Ihrem Dateisystem hosten.

» Ein oder mehrere Metadatenserver (MDSs), die Metadaten fir Clients bereitstellen, die auf das
Dateisystem zugreifen. Jeder MDS ist an ein Speichervolume angehangt, das als Metadatenziel
(MDT) bezeichnet wird und Metadaten wie Dateinamen, Verzeichnisse, Zugriffsberechtigungen und
Dateilayouts speichert.

FSx for Lustre berichtet Gber Metriken, mit CloudWatch denen die Leistung und Ressourcennutzung
fur die Speicher- und Metadatenserver Ihres Dateisystems sowie die zugehoérigen Speichervolumes
erfasst werden. Das folgende Diagramm zeigt ein Amazon FSx for Lustre-Dateisystem mit seinen
Architekturkomponenten und den Leistungs- und CloudWatch Ressourcenmetriken, die fiir die
Uberwachung verfiigbar sind.

FS¥ea
Object storage server (OSS) metrics Object storag_e target (OST) metrics
NetWorkSentBytes D_'SkRe?dBWQS
NetworkReceivedBytes . DISkWrItEBﬁ?S
NetworkThroughputUtilization D_lskRe_adOperatl_ons
FileServerDiskThroughputUtilization Dls_kerteO[_)i_?rat!Dns
DisklopsUtilization
Network 1/O metrics - _—
DataReadBytes —
DataWriteBytes <—
DataReadOperations
DataWriteOperations Storage capacity metrics

MetadataOperations

FreeDataStorageCapaci
ClientConnections geCapacity

StorageCapacityUtilization
StorageCapacityUtilizationWithCachedWrites
Logical DiskUsage
PhysicalDiskUsage

—

Metadata operations
FileCreateOperations Metadata metrics (MDT)
) : (MDS) . .
FileOpenOperations P DiskReadOperations
. . CPU utilization N : .
FileDeleteOperations DiskWriteOperations
StatOperations
RenameOperations

—
%

Sie kénnen den Bereich Uberwachung und Leistung im Dashboard Ihres Dateisystems in der
Amazon FSx for Lustre-Konsole verwenden, um die in den folgenden Tabellen beschriebenen
Kennzahlen einzusehen. Weitere Informationen finden Sie unter Zugriff auf Metriken CloudWatch .
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Dateisystemaktivitat (auf der Registerkarte ,Zusammenfassung®)

Wie kann ich...

... die Menge der verfligbaren Speicherkapazitat

auf meinem Dateisystem ermitteln?

... den gesamten Client-Durchsatz meines
Dateisystems ermitteln?

... die gesamten Client-IOPS meines Dateisyst
ems ermitteln?

... die Anzahl der Verbindungen ermitteln, die
zwischen Clients und meinem Dateiserver
hergestellt werden?

... die Performance-Auslastung meiner
Metadaten in meinem Dateisystem ermitteln?

Registerkarte ,Speicher”

Wie kann ich...

... ermitteln, wie viel Speicherplatz verfugbar ist?

Tabelle

Verflgbare
Speicherk
apazitat
(Byte)

Gesamter
Client-Du
rchsatz
(Bytes/Se
kunde)

Gesamtzah
| der
Client-
IOPS
(Operatio
nen/Sekun
de)

Client-Ve
rbindungen
(Anzahl)

IOPS-Ausl
astung von
Metadaten
(Prozent)

Tabelle

Verflgbare
Speicherk

Relevante Metriken

FreeDataStorageCap
acity

SUMME (DataReadB
ytes +DataWriteBytes )/
ZEITRAUM (in Sekunden)

SUM(DataReadOperations
+ DataWriteOperation
s + MetadataO

perations )/PERIOD (in
seconds)
ClientConnections

MAX(MDT Disk IOPS)

Relevante Metriken

FreeDataStorageCap
acity
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Wie kann ich...

... den Prozentsatz des belegten Speichers flr
mein Dateisystem ermitteln, ohne Speicherplatz,
der fur zwischengespeicherte Schreibvorgange
auf Clients reserviert ist?

... den Prozentsatz des belegten Speichers fur
mein Dateisystem ermitteln, einschlie3lich des
fur zwischengespeicherte Schreibvorgange auf
Clients reservierten Speicherplatzes?

... den Prozentsatz des belegten Speichers fur
mein Dateisystem OSTs ohne den flr zwischeng
espeicherte Schreibvorgange auf Clients
reservierten Speicherplatz ermitteln?

... den Prozentsatz des belegten Speichers fur
mein Dateisystem ermitteln OSTs, einschlieRlich
des fur zwischengespeicherte Schreibvorgénge
auf Clients reservierten Speicherplatzes?

Tabelle

apazitat
(Byte)

Gesamtaus
lastung der
Speicherk
apazitat
(Prozent)

Gesamtaus
lastung der
Speicherk
apazitat
(Prozent)

Gesamtaus
lastung der
Speicherk
apazitat
pro OST
(Prozent)

Gesamtaus
lastung der
Speicherk
apazitat
pro

OST mit
Zuschisse
n durch
Kunden
(Prozent)

Relevante Metriken

StorageCapacityUti
lization

StorageCapacityUti
lizationWithCached
Writes

StorageCapacityUti
lization

StorageCapacityUti
lizationWithCached
Writes
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Wie kann ich...

... die Datenkomprimierungsrate meines
Dateisystems ermitteln?

Tabelle

Einsparun

gen bei der
Komprimie
rung

Leistung des Objektspeichers (auf der Registerkarte Leistung)

Wie kann ich...

... den Netzwerkdurchsatz zwischen den
Clients ermitteln und OSSs als Prozentsatz des
bereitgestellten Limits angeben?

... den Festplattendurchsatz zwischen dem
Betriebssystem und seinem OSTs als Prozentsa
tz des bereitgestellten Limits ermitteln?

... die IOPS fir Operationen, die Zugriff haben,
OSTs als Prozentsatz des bereitgestellten Limits
ermitteln?

Tabelle

Netzwerkd
urchsatz
(Prozent)

Festplatt
endurchsa
tz
(Prozent)

Festplatt
en-lIOPS
(Prozent)

Leistung der Metadaten (auf der Registerkarte Leistung)

Wie kann ich...

... die prozentuale CPU-Auslastung des
Metadatenservers ermitteln?

... die IOPS-Auslastung der Metadaten als
Prozentsatz des bereitgestellten Limits ermitteln?

Tabelle

CPU-Ausla
stung
(Prozent)

IOPS-Nutz
ung von
Metadaten

Relevante Metriken

100* (LogicalDi
skUsage -PhysicalD
iskUSage )/LogicalDi
skUsage

Relevante Metriken
NetworkThroughputU

tilization

FileServerDiskThro
ughputUtilization

DiskIopsUtilization

Relevante Metriken

CPUUtilization

MAX(MDT Disk IOPS)
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Zugriff auf Metriken CloudWatch

Sie kénnen auf folgende Weise auf Amazon FSx for CloudWatch Lustre-Metriken flir zugreifen:

+ Die Amazon FSx for Lustre-Konsole.

+ Die CloudWatch Konsole.

» Die CloudWatch Befehlszeilenschnittstelle (CLI).
* Die CloudWatch API.

Die folgenden Verfahren zeigen lhnen, wie Sie mit diesen Tools auf die Metriken zugreifen kdnnen.
Verwenden der Amazon FSx for Lustre-Konsole
So zeigen Sie Metriken mit der Amazon FSx for Lustre-Konsole an

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Navigationsbereich Dateisysteme und dann das Dateisystem aus, das die
Metriken enthalt, die Sie anzeigen mdchten.

3. Waihlen Sie auf der Ubersichtsseite die Option Uberwachung und Leistung aus, um die Metriken
fur Ihr Dateisystem anzuzeigen.

Im Bereich Uberwachung und Leistung gibt es vier Registerkarten.

« Wahlen Sie Zusammenfassung (die Standardregisterkarte), um alle aktiven Warnungen,
CloudWatch Alarme und Grafiken zur Dateisystemaktivitat anzuzeigen.

« Wahlen Sie Speicher, um Kennzahlen zur Speicherkapazitat, Auslastung und aktive
Warnungen anzuzeigen.

« Wahlen Sie Leistung, um Leistungskennzahlen fur Dateiserver und Speicher sowie aktive
Warnungen anzuzeigen.

« Wahlen Sie CloudWatch Alarme, um Diagramme aller fur Ihr Dateisystem konfigurierten
Alarme anzuzeigen.
Verwenden der CloudWatch Konsole
Um Metriken mit der CloudWatch Konsole anzuzeigen

1. Offnen Sie die CloudWatch -Konsole.
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2. Wahlen Sie im Navigationsbereich Metriken aus.

3. Wahlen Sie den FSx-Namespace.

4. (Optional) Geben Sie den Namen einer Metrik in das Suchfeld ein, um sie anzuzeigen.
5

(Optional) Um Metriken zu untersuchen, wahlen Sie die Kategorie aus, die lhrer Frage am besten
entspricht.

Verwenden Sie den AWS CLI

Fur den Zugriff auf Metriken von AWS CLI

* Verwenden Sie den Befehl 1ist-metrics mit dem --namespace "AWS/FSx"-Namespace.
Weitere Informationen finden Sie in der AWS CLI -Befehlsreferenz.

Mithilfe der CloudWatch API
Um Uber die CloudWatch API auf Metriken zuzugreifen

* Rufen Sie die folgende Seite auf GetMetricStatistics. Weitere Informationen finden Sie
unter Amazon CloudWatch API-Referenz.

Kennzahlen und Dimensionen von Amazon FSx for Lustre

Amazon FSx for Lustre verdffentlicht die in den folgenden Tabellen beschriebenen Metriken im AWS /
FSx Namespace in Amazon CloudWatch for all FSx for Lustre-Dateisysteme.

Themen

* FSx fur Lustre-Netzwerkmetriken 1/O

» FSx fUr Lustre-Objektspeicher-Server-Metriken

* FSx fur Zielmetriken fur Lustre-Objektspeicher

» FSx fur Lustre-Metadatenmetriken

» FSx fur Lustre-Metriken zur Speicherkapazitat

» FSx fur Lustre S3-Repository-Metriken

* FSx fur Lustre-Dimensionen
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FSx fur Lustre-Netzwerkmetriken 1/0

Der AWS/FSx Namespace umfasst die folgenden I/O Netzwerkmetriken. Alle diese Metriken haben
eine Dimension,FileSystemId.

Metrik

DataReadBytes

DataWriteBytes

Beschreibung

Die Anzahl der Byte von Lesevorgangen durch Clients in das Dateisyst
em.

Die Sum Statistik gibt die Gesamtzahl der Byte an, die Lesevorga

ngen wahrend des angegebenen Zeitraums zugeordnet wurden. Die
Minimum Statistik gibt die Mindestanzahl von Byte an, die Lesevorga
ngen auf einer einzelnen OST zugeordnet sind. Die Maximum Statistik
gibt die maximale Anzahl von Byte an, die Lesevorgangen auf der
OST zugeordnet sind. Die Average Statistik gibt die durchschnittliche
Anzahl von Byte an, die Lesevorgangen pro OST zugeordnet sind. Die
SampleCount Statistik ist die Anzahl von. OSTs

Zum Berechnen des durchschnittlichen Durchsatzes (Byte pro Sekunde)
fur einen Zeitraum dividieren Sie die Sum-Statistik durch die Anzahl von
Sekunden in dem Zeitraum.

Einheiten:

* Bytes firSum,, MinimumMaximum,Average.

* Anzahl fir SampleCount .

Glltige Statistiken: Sum, Minimum, Maximum, Average, SampleCou
nt

Die Anzahl der Byte aus Schreibvorgangen von Clients in das Dateisyst
em.

Die Sum-Statistik ist die Gesamtzahl von Byte, die mit den Schreibop
erationen verknipft sind. Die Minimum Statistik gibt die Mindestanzahl
von Byte an, die Schreiboperationen auf einer einzelnen OST zugeordne
t sind. Die Maximum Statistik gibt die maximale Anzahl von Byte an, die
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Metrik Beschreibung

Schreiboperationen auf der OST zugeordnet sind. Die Average Statistik
gibt die durchschnittliche Anzahl von Byte an, die Schreiboperationen
pro OST zugeordnet sind. Die SampleCount Statistik ist die Anzahl
von. OSTs

Zum Berechnen des durchschnittlichen Durchsatzes (Byte pro Sekunde)
fur einen Zeitraum dividieren Sie die Sum-Statistik durch die Anzahl von
Sekunden in dem Zeitraum.

Einheiten:

» Bytes furSum,, MinimumMaximum,Average.

* Anzahl fir SampleCount .

Glltige Statistiken: Sum, Minimum, Maximum, Average, SampleCou
nt

DataReadO Die Anzahl der Lesevorgange.

perations
Die Sum Statistik gibt die Gesamtzahl der Lesevorgange an. Die

Minimum Statistik ist die Mindestanzahl von Lesevorgangen auf
einem einzelnen OST. Die Maximum Statistik gibt die maximale Anzahl
von Lesevorgangen auf dem OST an. Die Average Statistik gibt

die durchschnittliche Anzahl von Lesevorgangen pro OST an. Die
SampleCount Statistik ist die Anzahl von. OSTs

Um die durchschnittliche Anzahl von Lesevorgédngen (Operationen
pro Sekunde) fir einen Zeitraum zu berechnen, dividieren Sie die Sum
Statistik durch die Anzahl der Sekunden in der Periode.

Einheiten:

« Zahlen Sie fur SumMinimum,, MaximumAverage,SampleCount .

Glltige Statistiken: Sum, Minimum, Maximum, Average, SampleCou
nt
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Metrik

DataWrite
Operations

Beschreibung
Die Anzahl der Schreiboperationen.

Die Sum Statistik gibt die Gesamtzahl der Schreiboperationen an. Die
Minimum Statistik ist die Mindestanzahl von Schreibvorgangen auf
einem einzelnen OST. Die Maximum Statistik gibt die maximale Anzahl
von Schreiboperationen auf dem OST an. Die Average Statistik gibt
die durchschnittliche Anzahl von Schreiboperationen pro OST an. Die
SampleCount Statistik ist die Anzahl von. OSTs

Um die durchschnittliche Anzahl von Schreibvorgangen (Operationen
pro Sekunde) flr einen Zeitraum zu berechnen, dividieren Sie die Sum
Statistik durch die Anzahl der Sekunden in der Periode.

Einheiten:

« Zahlen Sie fur SumMinimum,, MaximumAverage,SampleCount .

Gultige Statistiken: Sum, Minimum, Maximum, Average, SampleCou
nt
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Metrik Beschreibung
Metadatal Die Anzahl der Metadaten-Operationen.
perations

Die Sum Statistik gibt die Anzahl der Metadatenoperationen an. Die
Minimum Statistik gibt die Mindestanzahl von Metadatenoperationen pro
MDT an. Die Maximum Statistik gibt die maximale Anzahl von Metadaten
operationen pro MDT an. Die Average Statistik gibt die durchschn
ittiche Anzahl von Metadatenoperationen pro MDT an. Die SampleCou
nt Statistik ist die Anzahl von. MDTs

Um die durchschnittliche Anzahl von Metadatenoperationen (Operatio
nen pro Sekunde) fiur einen Zeitraum zu berechnen, dividieren Sie die
Sum Statistik durch die Anzahl der Sekunden in der Periode.

Einheiten:

« Zahlen Sie fur SumMinimum,, MaximumAverage,SampleCount .

Glltige Statistiken: Sum, Minimum, Maximum, Average, SampleCou

nt
ClientCon Die Anzahl der aktiven Verbindungen zwischen Clients und dem
nections Dateisystem.

Einheit: Anzahl

FSx fur Lustre-Objektspeicher-Server-Metriken

Der AWS/FSx Namespace umfasst die folgenden Object Storage Server (OSS) -Metriken. Alle diese
Metriken haben zwei Dimensionen, FileSystemId undFileServer.

* FileSystemId— Die AWS Ressourcen-ID lhres Dateisystems.

* FileServer— Der Name des Object Storage Servers (OSS) in Ihrem Lustre Dateisystem. Jedes
OSS ist mit einem oder mehreren Objektspeicherzielen (OSTs) ausgestattet. OSS verwenden die
Namenskonvention OSS< Hostindex >, wobei es sich um einen vierstelligen Hexadezimalwert
HostIndex handelt (z. B.). 0SS@001 Die ID eines OSS ist die ID der ersten OST, die an
sie angehangt ist. Beispielsweise wird das erste OSS, das an 0STO000 und angeschlossen
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istOSTO001, verwenden0SS0000Q, und das zweite OSS, an 0STA0V0O3 das angeschlossen
ist0OST0002, verwendet0SS0002.

Metrik Beschreibung
NetworkThroughputU Netzwerkdurchsatzauslastung als Prozentsatz des
tilization verfugbaren Netzwerkdurchsatzes fur |hr Dateisyst

em. Diese Metrik entspricht der Summe NetworkSe
ntBytes und NetworkReceivedBytes als
Prozentsatz der Netzwerkdurchsatzkapazitat eines
Betriebssystems fir |hr Dateisystem. Jede Minute wird
fur jedes lhrer Dateisysteme eine Metrik ausgegeben
OSSs.

Die Average Statistik gibt die durchschnittliche
Auslastung des Netzwerkdurchsatzes flir das angegeben
e Betriebssystem Uber den angegebenen Zeitraum an.

Die Minimum Statistik gibt die niedrigste Netzwerkd
urchsatzauslastung fir das angegebene Betriebssystem
Uber eine Minute flr den angegebenen Zeitraum an.

Die Maximum Statistik gibt die hochste Netzwerkd
urchsatzauslastung fur das angegebene Betriebssystem
uber eine Minute fur den angegebenen Zeitraum an.

Einheit: Prozent
Gultige Statistiken: Average, Minimum, Maximum

NetworkSentBytes Die Anzahl der vom Dateisystem gesendeten Byte. Der
gesamte Datenverkehr wird in dieser Metrik berticksic
htigt, einschliellich Datenbewegungen zu und von
verknlpften Datenrepositorien. Jede Minute wird flr
jedes lhrer Dateisysteme eine Metrik ausgegeben. OSSs
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Metrik

Beschreibung

Die Sum Statistik ist die Gesamtzahl der Byte, die von
dem angegebenen Betriebssystem im angegebenen
Zeitraum Uber das Netzwerk gesendet wurden.

Die Average Statistik ist die durchschnittliche Anzahl
der Byte, die von dem angegebenen Betriebssystem im
angegebenen Zeitraum Uber das Netzwerk gesendet
wurden.

Die Minimum Statistik ist die niedrigste Anzahl von
Byte, die von dem angegebenen Betriebssystem im
angegebenen Zeitraum Uber das Netzwerk gesendet
wurden.

Die Maximum Statistik gibt die hdchste Anzahl von
Byte an, die von dem angegebenen Betriebssystem im
angegebenen Zeitraum Uber das Netzwerk gesendet
wurden.

Um den gesendeten Durchsatz (Byte pro Sekunde) flr
eine Statistik zu berechnen, dividieren Sie die Statistik
durch die Sekunden im angegebenen Zeitraum.

Einheit: Byte

Glltige Statistiken:Sum,,, Average Minimum Maximum
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Metrik Beschreibung

NetworkReceivedBytes Die Anzahl der vom Dateisystem empfangenen Byte. Der
gesamte Datenverkehr wird in dieser Metrik berticksic
htigt, einschlieRlich Datenbewegungen zu und von
verknupften Datenrepositorien. Jede Minute wird fir
jedes lhrer Dateisysteme eine Metrik ausgegeben. OSSs

Die Sum Statistik ist die Gesamtzahl der Byte, die das
angegebene Betriebssystem im angegebenen Zeitraum
Uber das Netzwerk empfangen hat.

Die Average Statistik ist die durchschnittliche Anzahl
der Byte, die das angegebene OSS im angegebenen
Zeitraum uber das Netzwerk empfangen hat.

Die Minimum Statistik gibt die niedrigste Anzahl von Byte
an, die das angegebene Betriebssystem im angegeben
en Zeitraum Uber das Netzwerk empfangen hat.

Die Maximum Statistik gibt die hdchste Anzahl von Byte
an, die das angegebene Betriebssystem im angegeben
en Zeitraum Uber das Netzwerk empfangen hat.

Um den Durchsatz (Byte pro Sekunde) fir eine Statistik
zu berechnen, dividieren Sie die Statistik durch die
Sekunden im angegebenen Zeitraum.

Einheit: Byte

Glltige Statistiken:Sum,,, Average Minimum Maximum
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Metrik Beschreibung
FileServerDiskThro Der Festplattendurchsatz zwischen lhrem Betriebss
ughputUtilization ystem und dem zugehérigen OSTs Betriebssystem als

Prozentsatz des bereitgestellten Limits, der durch die
Durchsatzkapazitat bestimmt wird. Diese Metrik entsprich
t der Summe DiskReadBytes und DiskWrite

Bytes als Prozentsatz der Festplattendurchsatzkapazit
at des OSS fur Ihr Dateisystem. Jede Minute wird flr
jedes lhrer Dateisysteme eine Metrik ausgegeben OSSs.

Die Average Statistik gibt die durchschnittliche
Auslastung des OSS-Festplattendurchsatzes flir das
angegebene Betriebssystem im angegebenen Zeitraum
an.

Die Minimum Statistik gibt die niedrigste OSS-Festp
lattendurchsatzauslastung flr das angegebene Betriebss
ystem im angegebenen Zeitraum an.

Die Maximum Statistik gibt die hochste OSS-Festp
lattendurchsatzauslastung flir das angegebene Betriebss
ystem im angegebenen Zeitraum an.

Einheit: Prozent

Gultige Statistiken: Average, Minimum, Maximum

FSx far Zielmetriken fur Lustre-Objektspeicher

Der AWS/FSx Namespace umfasst die folgenden Messwerte flir Object Storage Target (OST). Alle
diese Metriken haben zwei Dimensionen, FileSystemId undStorageTargetId.
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® Note

DiskReadOperationsund DiskWriteOperations Metriken sind auf Scratch-
Dateisystemen nicht verfugbar, und DiskIopsUtilization Metriken sind auf Scratch- und

Persistent HDD-Dateisystemen nicht verfligbar.

Metrik

DiskReadBytes

DiskWriteBytes

Beschreibung

Die Anzahl der Byte (Festplatten-lO) von allen Festplatten-Lesevo
rgangen aus dieser OST-Datei. Jede Minute wird fur jedes lhrer
Dateisysteme eine Metrik ausgegeben OSTs.

Die Sum Statistik ist die Gesamtzahl der Byte, die innerhalb einer Minute
aus dem angegebenen OST im angegebenen Zeitraum gelesen wurden.

Die Average Statistik gibt die durchschnittliche Anzahl der Byte an,
die im angegebenen Zeitraum pro Minute aus dem angegebenen OST
gelesen wurden.

Die Minimum Statistik ist die niedrigste Anzahl von Byte, die jede Minute
aus dem angegebenen OST im angegebenen Zeitraum gelesen wurden.

Die Maximum Statistik gibt die héchste Anzahl von Byte an, die im
angegebenen Zeitraum pro Minute aus dem angegebenen OST gelesen
wurden.

Um den Lesefestplattendurchsatz (Byte pro Sekunde) flr eine beliebige
Statistik zu berechnen, dividieren Sie die Statistik durch die Sekunden
innerhalb des Zeitraums.

Einheit: Byte
Gultige Statistiken:Sum,Average, undMinimum, Maximum

Die Anzahl der Byte (Festplatten-10) von allen Festplatten-Schrei
bvorgangen aus dieser OST-Datei. Jede Minute wird fur jedes lhrer
Dateisysteme eine Metrik ausgegeben OSTs.
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Metrik Beschreibung

Die Sum Statistik ist die Gesamtzahl der Byte, die jede Minute Uber
den angegebenen Zeitraum aus dem angegebenen OST geschrieben
wurden.

Die Average Statistik ist die durchschnittliche Anzahl der Byte, die
jede Minute aus dem angegebenen OST im angegebenen Zeitraum
geschrieben wurden.

Die Minimum Statistik ist die niedrigste Anzahl von Byte, die jede Minute
aus dem angegebenen OST im angegebenen Zeitraum geschrieben
wurden.

Bei der Maximum Statistik handelt es sich um die héchste Anzahl von
Byte, die jede Minute aus dem angegebenen OST im angegebenen
Zeitraum geschrieben wurden.

Um den Lesefestplattendurchsatz (Byte pro Sekunde) flr eine beliebige
Statistik zu berechnen, dividieren Sie die Statistik durch die Sekunden
innerhalb des Zeitraums

Einheit: Byte

Glltige Statistiken:Sum,Average, undMinimum, Maximum
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Metrik Beschreibung
DiskReadO Die Anzahl der Lesevorgange (Festplatten-10) fir diese OST. Jede
perations Minute wird fur jedes |hrer Dateisysteme eine Metrik ausgegeben OSTs.

Die Sum Statistik gibt die Gesamtzahl der Lesevorgange an, die von der
angegebenen OST im angegebenen Zeitraum ausgefuhrt wurden.

Die Average Statistik ist die durchschnittliche Anzahl der Lesevorga
nge, die jede Minute von der angegebenen OST im angegebenen
Zeitraum ausgefuhrt wurden.

Die Minimum Statistik gibt die niedrigste Anzahl von Lesevorgangen an,
die jede Minute von der angegebenen OST im angegebenen Zeitraum
ausgefuhrt wurden.

Die Maximum Statistik gibt die héchste Anzahl von Lesevorgéngen an,
die jede Minute von der angegebenen OST im angegebenen Zeitraum
ausgefuhrt wurden.

Verwenden Sie die Average Statistik und dividieren Sie das Ergebnis
durch 60 (Sekunden), um die durchschnittlichen Festplatten-lIOPS tber
den Zeitraum zu berechnen.

Einheiten: Anzahl

Gultige Statistiken:Sum,Average, und Minimum Maximum
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Metrik

DiskWrite
Operations

Beschreibung

Die Anzahl der Schreibvorgange (Festplatten-10) auf diese OST-Datei.
Jede Minute wird fir jedes lhrer Dateisysteme eine Metrik ausgegeben
OSTs.

Die Sum Statistik gibt die Gesamtzahl der Schreiboperationen an, die
vom angegebenen OST im angegebenen Zeitraum ausgeflhrt wurden.

Die Average Statistik ist die durchschnittliche Anzahl von Schreibvo
rgangen, die jede Minute von der angegebenen OST im angegebenen
Zeitraum ausgefuhrt wurden.

Die Minimum Statistik gibt die niedrigste Anzahl von Schreibvorgangen
an, die jede Minute vom angegebenen OST im angegebenen Zeitraum
ausgefuhrt wurden.

Die Maximum Statistik gibt die héchste Anzahl von Schreibvorgangen
an, die jede Minute von der angegebenen OST im angegebenen
Zeitraum ausgefuhrt wurden.

Verwenden Sie die Average Statistik und dividieren Sie das Ergebnis
durch 60 (Sekunden), um die durchschnittlichen Festplatten-lIOPS tber
den Zeitraum zu berechnen.

Einheiten: Anzahl

Gultige Statistiken:Sum,Average, und Minimum Maximum
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Metrik

DiskIopsU
tilization

Beschreibung

Die Festplatten-lIOPS-Auslastung eines OST als Prozentsatz des
Festplatten-IOPS-Limits des OST. Jede Minute wird fir jedes lhrer
Dateisysteme eine Metrik ausgegeben. OSTs

Die Average Statistik gibt die durchschnittliche Festplatten-IOPS-A
uslastung fur das angegebene OST im angegebenen Zeitraum an.

Die Minimum Statistik gibt die niedrigste Festplatten-IOPS-Auslastung
fur den angegebenen OST im angegebenen Zeitraum an.

Die Maximum Statistik gibt die héchste Festplatten-IOPS-Auslastung fir
den angegebenen OST im angegebenen Zeitraum an.

Einheit: Prozent

Gultige Statistiken:Average,, und Minimum Maximum

FSx fir Lustre-Metadatenmetriken

Der AWS/FSx Namespace umfasst die folgenden Metadaten-Metriken. Die CPUUtilization Metrik
verwendet die FileServer Dimensionen FileSystemId und, wahrend die anderen Metriken die
StorageTargetId Dimensionen FileSystemId und verwenden.

* FileSystemId— Die AWS Ressourcen-ID lhres Dateisystems.

* StorageTargetId— Der Name des Metadatenziels (MDT). MDTs verwendet die
Namenskonvention von MDT< MDTIndex > (zum Beispiel). MDT0001

* FileServer— Der Name des Metadatenservers (MDS) in Ihrem Lustre Dateisystem. Jeder
MDS ist mit einem Metadatenziel (MDT) ausgestattet. MDS verwenden die Namenskonvention
MDS< HostIndex >, wobei es sich um einen vierstelligen Hexadezimalwert HostIndex handelt,
der anhand des MDT-Index auf dem Server abgeleitet wird. Beispielsweise MDTOQ00 wird das
erste MDS, mit dem bereitgestellt wurde, verwendet, und das zweite MDS, mit dem bereitgestellt
wurdeMDS0000, verwendet. MDTO001 MDSQ00Q1 Ihr Dateisystem enthalt mehrere Metadatenserver,
wenn fir |hr Dateisystem eine Metadatenkonfiguration angegeben ist.
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Metrik

CPUUtilization

FileCreateOperations

FileOpenOperations

FileDeleteOperations

StatOperations

Beschreibung

Die prozentuale Auslastung der MDS-CPU-R
essourcen lhres Dateisystems. Jede Minute
wird fir jedes lhrer Dateisysteme eine Metrik
ausgegeben. MDSs

Die Average Statistik gibt die durchschn
ittiche CPU-Auslastung des MDS Uber einen
bestimmten Zeitraum an.

Die Minimum Statistik gibt die niedrigste
CPU-Auslastung fur das angegebene MDS
Uber den angegebenen Zeitraum an.

Die Maximum Statistik gibt die héchste CPU-
Auslastung flir das angegebene MDS im
angegebenen Zeitraum an.

Einheit: Prozent

Gultige Statistiken:Average, und Minimum
Maximum

Gesamtzahl der Dateierstellungsvorgange.
Einheit: Anzahl

Gesamtzahl der Operationen zum Offnen
von Dateien.

Einheit: Anzahl
Gesamtzahl der Dateildschvorgange.
Einheit: Anzahl
Gesamtzahl der Statistikoperationen.

Einheit: Anzahl
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Metrik

RenameOperations

Beschreibung

Gesamtzahl der Verzeichnisumbenen
nungen, unabhangig davon, ob es sich
um direkte oder verzeichnisiibergreifende
Umbenennungen handelt.

Einheit: Anzahl

FSx fur Lustre-Metriken zur Speicherkapazitat

Der AWS/FSx Namespace umfasst die folgenden Messwerte zur Speicherkapazitat. Alle diese
Metriken haben zwei Dimensionen, FileSystemId und zwar StorageTargetId auller
LogicalDiskUsage und PhysicalDiskUsage welche haben die FileSystemId Dimension.

Metrik

FreeDataStorageCapacity

Beschreibung

Die Menge der verfligbaren Speicherkapazitat in dieser
OST. Jede Minute wird fir jedes Ihrer Dateisysteme eine
Metrik ausgegeben OSTs.

Die Sum Statistik ist die Gesamtzahl der Byte, die in der
angegebenen OST Uber den angegebenen Zeitraum
verfugbar sind.

Die Average Statistik ist die durchschnittliche Anzahl
der in der angegebenen OST im angegebenen Zeitraum
verfugbaren Byte.

Die Minimum Statistik ist die niedrigste Anzahl von Byte,
die in der angegebenen OST Uber den angegebenen
Zeitraum verfligbar sind.

Die Maximum Statistik gibt die hdchste Anzahl von Byte
an, die in der angegebenen OST Uber den angegebenen
Zeitraum verfugbar sind.

Einheit: Byte
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Metrik

StorageCapacityUtilization

Beschreibung

Gultige Statistiken:Sum, AverageMinimum, und
Maximum

Die Auslastung der Speicherkapazitat fur ein bestimmte
s Dateisystem (OST). Jede Minute wird fur jedes lhrer
Dateisysteme eine Metrik ausgegeben OSTs.

Die Average Statistik gibt die durchschnittliche
Auslastung der Speicherkapazitat fir ein bestimmtes
OST uber einen bestimmten Zeitraum an.

Die Minimum Statistik gibt die Mindestauslastung der
Speicherkapazitat flr eine bestimmte OST Uber einen
bestimmten Zeitraum an.

Die Maximum Statistik gibt die maximale Auslastung der
Speicherkapazitat fur eine bestimmte OST Uber einen
bestimmten Zeitraum an.

Einheit: Prozent

Gultige Statistiken: Average, Minimum, Maximum

Metriken und Dimensionen

297



FSx fur Lustre Lustre-Benutzerhandbuch

Metrik Beschreibung
StorageCapacityUti Die Speicherkapazitatsauslastung fir ein bestimmtes
lizationWithCachedWrites Dateisystem (OST), einschliel3lich des flr zwischeng

espeicherte Schreibvorgange auf dem Client reservier
ten Speicherplatzes. Jede Minute wird fir jedes lhrer
Dateisysteme eine Metrik ausgegeben. OSTs

Die Average Statistik gibt die durchschnittliche
Auslastung der Speicherkapazitat fur ein bestimmtes
OST Uber einen bestimmten Zeitraum an.

Die Minimum Statistik gibt die Mindestauslastung der
Speicherkapazitat fur eine bestimmte OST Uber einen
bestimmten Zeitraum an.

Die Maximum Statistik gibt die maximale Auslastung der
Speicherkapazitat fur eine bestimmte OST Uber einen
bestimmten Zeitraum an.

Einheit: Prozent

Gultige Statistiken: Average, Minimum, Maximum
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Metrik Beschreibung
LogicalDiskUsage Die Menge der gespeicherten logischen Daten (unkompri
miert).

Die Sum Statistik ist die Gesamtzahl der im Dateisystem
gespeicherten logischen Byte. Die Minimum Statistik ist
die geringste Anzahl logischer Byte, die in einem OST im
Dateisystem gespeichert sind. Die Maximum Statistik ist
die groRte Anzahl logischer Byte, die in einem OST im
Dateisystem gespeichert sind. Die Average Statistik gibt
die durchschnittliche Anzahl der pro OST gespeicherten
logischen Byte an. Die SampleCount Statistik ist die
Anzahl von. OSTs

Einheiten:

* Bytes fUrSum,Minimum,Maximum.

* Anzahl fir SampleCount .

Gultige Statistiken: Sum, Minimum, Maximum, Average,
SampleCount
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Metrik

PhysicalDiskUsage

Beschreibung

Die Menge an Speicherplatz, die physisch von Dateisyst
emdaten belegt wird (komprimiert).

Die Sum Statistik gibt die Gesamtzahl der OSTs im
Dateisystem belegten Byte an. Die Minimum Statistik gibt
die Gesamtzahl der in der entleertesten OST belegten
Byte an. Die Maximum Statistik gibt die Gesamtzahl

der in der vollstandigsten OST belegten Byte an. Die
Average Statistik gibt die durchschnittliche Anzahl der
pro OST belegten Byte an. Die SampleCount Statistik
ist die Anzahl von. OSTs

Einheiten:

* Bytes fUrSum,Minimum,Maximum.

* Anzahl fir SampleCount .

Gultige Statistiken: Sum, Minimum, Maximum, Average,
SampleCount

FSx fur Lustre S3-Repository-Metriken

FSx for Lustre veroffentlicht die folgenden AutoImport (automatischer Import) und AutoExport
(automatischer Export) Metriken im FSx Namespace in. CloudWatch Diese Metriken verwenden
Dimensionen, um detailliertere Messungen lhrer Daten zu ermaoglichen. Alle AutoImport
AutoExport Metriken haben die Publisher Dimensionen FileSystemId und.

Metrik
AgeOfOldestQueuedMessage

Dimension: AutoExport

Beschreibung

Das Alter der altesten Nachricht in
Sekunden, die darauf wartet, exportiert zu
werden.

Die Average Statistik gibt das Durchschn
ittsalter der altesten Nachricht an, die auf den
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Metrik Beschreibung

Export wartet. Die Maximum Statistik gibt an,
wie viele Sekunden eine Nachricht maximal
in der Exportwarteschlange verweilte.

Die Minimum Statistik gibt an, wie viele
Sekunden eine Nachricht mindestens in der
Exportwarteschlange verweilte. Ein Wert von
Null gibt an, dass keine Nachrichten darauf
warten, exportiert zu werden.

Einheiten: Sekunden

Gultige Statistiken: Average, Minimum,
Maximum
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Metrik
RepositoryRenameOperations

Dimension: AutoExport

Beschreibung

Die Anzahl der Umbenennungen, die vom
Dateisystem als Reaktion auf eine gréliere
Verzeichnisumbenennung verarbeitet
wurden.

Die Sum Statistik gibt die Gesamtzahl der
Umbenennungsvorgange an, die sich aus
einer Verzeichnisumbenennung ergeben.
Die Average Statistik gibt die durchschn
ittiche Anzahl von Umbenennungsvorgan
gen fur das Dateisystem an. Die Maximum
Statistik gibt die maximale Anzahl von
Umbenennungsvorgangen an, die mit einer
Verzeichnisumbenennung im Dateisystem
verbunden sind. Die Minimum Statistik gibt
die Mindestanzahl von Umbenennungen an,
die mit einer Verzeichnisumbenennung im
Dateisystem verknUpft sind.

Einheiten: Anzahl

Glltige Statistiken:Sum,,Average, Minimum
Maximum
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Metrik Beschreibung
AgeOfOldestQueuedMessage Das Alter der altesten Nachricht in
Sekunden, die darauf wartet, importiert zu

Dimension: AutoImport werden.
Die Average Statistik gibt das Durchschn
ittsalter der altesten Nachricht an, die darauf
wartet, importiert zu werden. Die Maximum
Statistik gibt an, wie viele Sekunden eine
Nachricht maximal in der Importwarteschlang
e verweilte. Die Minimum Statistik gibt

an, wie viele Sekunden eine Nachricht
mindestens in der Importwarteschlange
gelebt hat. Ein Wert von Null gibt an, dass
keine Nachrichten darauf warten, importiert
zu werden.

Einheiten: Sekunden

Gultige Statistiken: Average, Minimum,
Maximum

FSx fur Lustre-Dimensionen

Amazon FSx for Lustre-Metriken verwenden den AWS/FSx Namespace und verwenden die folgenden
Dimensionen.

* Die FileSystemId Dimension gibt die ID eines Dateisystems an und filtert die Metriken, die
Sie fur dieses einzelne Dateisystem anfordern. Sie finden die ID auf der FSx Amazon-Konsole
im Bereich Zusammenfassung auf der Seite mit den Dateisystemdetails im Feld Dateisystem-ID.
Die Dateisystem-ID hat die Form vonfs-01234567890123456. Sie konnen die ID auch in der
Antwort auf einen describe-file-systemsCLI-Befehl sehen (die entsprechende API-Aktion ist

DescribeFileSystems).

* Die StorageTargetId Dimension gibt an, welches OST (Object Storage Target) oder MDT
(Metadatenziel) die Metadaten-Metriken verdffentlicht hat. A StorageTargetId hat die Form von
0STxxxx (zum Beispiel0STO001) oder MDTxxxx (zum BeispielMDT0001).
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* Die FileServer Dimension bezeichnet Folgendes

* Fur OSS-Metriken: der Name des Object Storage Servers (OSS). OSS verwenden die 0SSxxxx
Namenskonvention (z. B.0SS0002).

+ Fir die CPUUtilization Metrik: der Name eines Metadatenservers (MDS). MDS verwendet die
MDSxxxx Namenskonvention (z. B.MDS0002).

* Die Publisher Dimension ist in CloudWatch und AWS CLI fur die AutoImport Metriken und
verfugbar AutoImpoxrt und gibt an, welcher Service die Metriken veréffentlicht hat.

Weitere Informationen zu Abmessungen finden Sie unter Abmessungen im CloudWatch Amazon-

Benutzerhandbuch.

Leistungswarnungen und Empfehlungen

FSx for Lustre zeigt eine Warnung fir CloudWatch Messwerte an, wenn sich eine dieser Metriken flr
mehrere aufeinanderfolgende Datenpunkte einem festgelegten Schwellenwert nahert oder diesen
Uberschreitet. Diese Warnungen bieten Ihnen umsetzbare Empfehlungen, mit denen Sie die Leistung
Ihres Dateisystems optimieren kdnnen.

Auf Warnungen kann in verschiedenen Bereichen des Uberwachungs- und Leistungs-Dashboards
der Amazon FSx for Lustre-Konsole zugegriffen werden. Alle aktiven oder aktuellen FSx Amazon-
Leistungswarnungen und CloudWatch Alarme, die fir das Dateisystem konfiguriert wurden

und sich im Alarmstatus befinden, werden im Bereich Uberwachung und Leistung im Abschnitt
Zusammenfassung angezeigt. Die Warnung wird auch in dem Bereich des Dashboards angezeigt,
in dem das Metrikdiagramm angezeigt wird. Diese Warnungen werden 24 Stunden, nachdem die
zugrunde liegenden Metriken den Warnschwellenwert unterschritten haben, automatisch aus dem
Dashboard ausgeblendet.

Sie kdnnen CloudWatch Alarme fir jede der FSx Amazon-Metriken erstellen. Weitere Informationen
finden Sie unter CloudWatch Alarme zur Uberwachung von Messwerten erstellen.

Verwenden Sie Leistungswarnungen, um die Leistung des Dateisystems zu
verbessern

Amazon FSx bietet umsetzbare Empfehlungen, mit denen Sie die Leistung Ihres Dateisystems
optimieren kdnnen. Sie kdnnen die empfohlenen Mallnahmen ergreifen, wenn Sie davon ausgehen,
dass das Problem weiterhin besteht oder wenn es die Leistung Ihres Dateisystems beeintrachtigt.
Je nachdem, welche Metrik eine Warnung ausgel6st hat, kdnnen Sie diese beheben, indem Sie die
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Durchsatzkapazitat, Speicherkapazitat oder Metadaten-IOPS des Dateisystems erhdhen, wie in der

folgenden Tabelle beschrieben.

Abschnitt Wenn es flr diese Metrik eine Warnung gibt
,Dashboar
d“
Storage capacity utilization
Speicher
Storage capacity utilization with
cached writes
Leistung
des Network throughput
Objektspe
ichers

Vorgehensweise

Erhohen Sie die Speicherk
apazitat lhres Dateisystems.

Wenn lhre Speicherkapazitats
auslastung nur fur einen Teil der
Object Storage-Ziele (OSTs)
Ihres Dateisystems hoher ist,
kénnen Sie auch lhre Arbeitsla
st neu verteilen, sodass lhre
Speicherkapazitatsauslastung

in Ihrem gesamten Dateisystem
gleichmafiger ist.

Reduzieren Sie die Grole lhres
Client-Schreibcaches, indem Sie
den Parameter max_dirty_mb
auf lhren Clients konfigurieren.

Erhohen Sie die Durchsatz

kapazitat Ihres Dateisystems.

Wenn lhre Durchsatzauslastun
g fur eine Teilmenge der
Objektspeicherserver (OSSs)
Ihres Dateisystems hoher

ist, kbnnen Sie auch |hre
Arbeitslast neu verteilen, sodass
Ihre Durchsatzauslastung

im gesamten Dateisystem
gleichmaRiger ist.
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Abschnitt Wenn es fur diese Metrik eine Warnung gibt

,Dashboar
d“

Disk throughput

Disk IOPS

Vorgehensweise

Erhohen Sie die Durchsatz
kapazitat Ihres Dateisystems.

Wenn |hre Festplattendurchsa
tzauslastung fur eine Teilmenge
der Objektspeicherserver
(OSSs) Ihres Dateisystems
hoher ist, konnen Sie auch |hre
Arbeitslast neu verteilen, sodass
Ihre Festplattendurchsatzauslast
ung gleichmagiger tber das
gesamte Dateisystem verteilt
wird.

Erhdhen Sie die Speicherk
apazitat lhres Dateisystems.

Wenn lhre Festplatten-IOPS-
Auslastung fir einen Teil der
Objektspeicherziele (OSTs)
Ihres Dateisystems hoher ist,
kénnen Sie auch |hre Arbeitsla
st neu verteilen, sodass lhre
Festplatten-IOPS-Auslastung
gleichmafiger im gesamten
Dateisystem verteilt wird.
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Abschnitt Wenn es flr diese Metrik eine Warnung gibt Vorgehensweise
,Dashboar
d“

Erhohen Sie die Speicherk
apazitat lhres Dateisystems.

Wenn Sie die Leistung von
Metadaten unabhangig von der

Speicherkapazitat skalieren

CPU utilization mochten, konnen Sie mithilfe

Leistun

der ? des MetadataConfiguration
Parameters zu einem neuen

Metadaten

Dateisystem migrieren, das die
Bereitstellung von Metadaten
leistung unabhangig von der
Speicherkapazitat unterstitzt.

Erhdhen Sie die Metadaten-
IOPS lhres Dateisystems.

Metadata IOPS

Weitere Informationen zur Dateisystemleistung finden Sie unterLeistung von Amazon FSx for Lustre.

CloudWatch Alarme zur Uberwachung von Messwerten erstellen

Sie konnen einen CloudWatch Alarm erstellen, der eine Amazon SNS SNS-Nachricht sendet, wenn
sich der Status des Alarms andert. Ein Alarm Gberwacht eine einzelne Metrik Uber einen von Ihnen
angegebenen Zeitraum und fuhrt eine oder mehrere Aktionen aus, die auf dem Wert der Metrik im
Verhaltnis zu einem bestimmten Schwellenwert Uber einen bestimmten Zeitraum basieren. Die Aktion
ist eine Benachrichtigung, die an ein Amazon SNS-Thema oder eine Auto Scaling-Richtlinie gesendet
wird.

Alarme I6sen nur Aktionen fur anhaltende Statusdnderungen aus. CloudWatch Alarme I6sen keine
Aktionen aus, da sie sich in einem bestimmten Zustand befinden. Der Status muss sich andern und
fur einen bestimmten Zeitraum geandert bleiben. Sie kdnnen einen Alarm auf der FSx Amazon-
Konsole oder der CloudWatch Konsole erstellen.
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Die folgenden Verfahren beschreiben, wie Sie mithilfe der Konsole, und der API Alarme FSx fiir
Amazon for Lustre erstellen. AWS CLI

So richten Sie Alarme mit der Amazon FSx for Lustre-Konsole ein

1.

N o o &~ w

Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

Wabhlen Sie im Navigationsbereich Dateisysteme und dann das Dateisystem aus, flr das Sie den
Alarm erstellen mochten.

Wihlen Sie auf der Ubersichtsseite die Option Uberwachung und Leistung aus.

Wabhlen Sie , CloudWatch Alarm erstellen®. Sie werden zur CloudWatch-Konsole umgeleitet.
Wahlen Sie Metriken auswahlen und dann Weiter.

Wabhlen Sie im Abschnitt Metriken die Option FSX aus.

Wahlen Sie Dateisystem-Metriken, wahlen Sie die Metrik aus, fur die Sie den Alarm einstellen
mdchten, und wahlen Sie dann Metrik auswahlen.

Wahlen Sie im Abschnitt ,Bedingungen® die Bedingungen fir den Alarm aus und klicken Sie auf
Weiter.

(® Note

Wahrend der Wartung des Dateisystems werden Metriken moglicherweise nicht
verdffentlicht. Um unnétige und irrefiihrende Anderungen der Alarmbedingungen

zu verhindern und Ihre Alarme so zu konfigurieren, dass sie gegen fehlende
Datenpunkte resistent sind, finden Sie im CloudWatch Amazon-Benutzerhandbuch unter
Konfiguration der Behandlung fehlender Daten durch CloudWatch Alarme.

Wenn Sie Ihnen eine E-Mail oder eine SNS-Benachrichtigung senden moéchten CloudWatch
wenn der Alarmstatus die Aktion auslost, wahlen Sie Wann immer dieser Alarmstatus ist.

Wabhlen Sie fir Wahlen Sie ein SNS-Thema aus ein vorhandenes SNS-Thema aus. Wenn Sie
Create topic auswahlen, kdnnen Sie den Namen und die E-Mail Adressen flir eine neue E-Mail-
Abonnementliste einrichten. Diese Liste wird gespeichert und erscheint fur kiinftige Alarme in der
Liste. Wahlen Sie Weiter aus.

/A Warning

Wenn Sie Create topic (Thema erstellen) verwenden, um ein neues Amazon-SNS-
Thema einzurichten, missen die E-Mail Adressen Uberpruft werden, bevor die
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10.

11.

Empfanger Benachrichtigungen erhalten. E-Mail Nachrichten werden nur gesendet,
wenn der Alarm in einen Alarmzustand wechselt. Wenn es zu dieser Anderung des
Alarmzustands kommt, bevor die E-Mail Adressen Uberprift wurden, erhalten die
Empfanger keine Benachrichtigung.

Geben Sie die Werte Name, Beschreibung und Whenever fir die Metrik ein und klicken Sie auf
Weiter.

Uberpriifen Sie auf der Seite ,Vorschau und Erstellung” den Alarm und wéhlen Sie ,Alarm
erstellen®.

So richten Sie Alarme mithilfe der CloudWatch Konsole ein

1.

Melden Sie sich bei der an AWS-Managementkonsole und 6ffnen Sie die CloudWatch Konsole
unter https://console.aws.amazon.com/cloudwatch/.

Wahlen Sie ,Alarm erstellen”, um den Assistenten zum Erstellen von Alarmen zu starten.

Wabhlen Sie FSx Metriken, um nach einer Metrik zu suchen. Um die Ergebnisse einzugrenzen,
kénnen Sie nach |hrer Dateisystem-ID suchen. Wahlen Sie die Metrik aus, fir die Sie einen
Alarm erstellen méchten, und klicken Sie auf Weiter.

Geben Sie einen Namen und eine Beschreibung ein und wahlen Sie einen Whenevere-Wert flr
die Metrik aus.

Wenn Sie Ihnen eine E-Mail senden CloudWatch mdchten, wenn der Alarmstatus erreicht

ist, wahlen Sie State is ALARM fir Wann immer dieser Alarm erreicht ist. Wahlen Sie unter
Benachrichtigung senden an: ein vorhandenes SNS-Thema aus. Wenn Sie Thema erstellen
auswahlen, kdénnen Sie die Namen und E-Mail-Adressen fur eine neue E-Mail-Abonnementliste
einrichten. Diese Liste wird gespeichert und erscheint fur kiinftige Alarme in der Liste.

/A Warning

Wenn Sie Create topic (Thema erstellen) verwenden, um ein neues Amazon-SNS-
Thema einzurichten, missen die E-Mail Adressen Uberpruft werden, bevor die
Empfanger Benachrichtigungen erhalten. E-Mail Nachrichten werden nur gesendet,
wenn der Alarm in einen Alarmzustand wechselt. Wenn es zu dieser Anderung des
Alarmzustands kommt, bevor die E-Mail Adressen Uberprift wurden, erhalten die
Empfanger keine Benachrichtigung.
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6. Sehen Sie sich die Alarmvorschau an und wahlen Sie dann Alarm erstellen oder gehen Sie
zuriick, um Anderungen vorzunehmen.
Um einen Alarm einzustellen, verwenden Sie AWS CLI

* Rufen Sie die folgende Seite auf put-metric-alarm. Weitere Informationen finden Sie in der
AWS CLI -Befehlsreferenz.

Um einen Alarm einzustellen mit dem CloudWatch

* Rufen Sie die folgende Seite auf PutMetricAlarm. Weitere Informationen finden Sie unter
Amazon CloudWatch API-Referenz.

Protokollierung mit Amazon CloudWatch Logs

FSx for Lustre unterstitzt die Protokollierung von Fehler- und Warnereignissen flr Datenrepositorys,
die mit Ihrem Dateisystem verknipft sind, in Amazon CloudWatch Logs.

(® Note

Die Protokollierung mit Amazon CloudWatch Logs ist auf Amazon nur FSx fir Lustre-
Dateisysteme verfligbar, die am 30. November 2021 nach 15 Uhr PST erstellt wurden.

Themen

« Uberblick (iber die Protokollierung

» Ziele protokollieren

» Verwaltung der Protokollierung

» Anzeigen von -Protokollen

Uberblick tiber die Protokollierung

Wenn Sie Datenrepositorys mit Inrem FSx for Lustre-Dateisystem verknUpft haben, kdnnen Sie die
Protokollierung von Datenrepository-Ereignissen in Amazon CloudWatch Logs aktivieren. Fehler- und
Warnereignisse konnen fur Import-, Export- und Wiederherstellungsereignisse protokolliert werden.
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Weitere Informationen zu diesen Vorgangen und zur Verknupfung mit Datenrepositorys finden Sie
unterVerwenden von Datenrepositorys mit Amazon FSx for Lustre.

Sie kénnen die Protokollebenen konfigurieren, die Amazon FSx protokolliert, d. h., ob Amazon FSx
nur Fehlerereignisse, nur Warnereignisse oder sowohl Fehler- als auch Warnereignisse protokolliert.
Sie kénnen die Ereignisprotokollierung auch jederzeit deaktivieren.

® Note

Es wird dringend empfohlen, Protokolle flir Dateisysteme zu aktivieren, mit denen ein
gewisses Mal} an kritischer Funktionalitat verknlpft ist.

Ziele protokollieren

Wenn die Protokollierung aktiviert ist, muss FSx for Lustre mit einem Amazon CloudWatch Logs-Ziel
konfiguriert werden. Das Ereignisprotokollziel ist eine Amazon CloudWatch Logs-Protokollgruppe,
und Amazon FSx erstellt innerhalb dieser Protokollgruppe einen Protokollstream flr Ihr Dateisystem.
CloudWatch Mit Logs kénnen Sie Audit-Ereignisprotokolle in der CloudWatch Amazon-Konsole
speichern, anzeigen und durchsuchen, mithilfe von Logs Insights Abfragen zu den CloudWatch
Protokollen ausfliihren und CloudWatch Alarme oder Lambda-Funktionen ausldsen.

Sie wahlen das Protokollziel bei der Erstellung Ihres FSx for Lustre-Dateisystems oder danach, indem
Sie es aktualisieren. Weitere Informationen finden Sie unter Verwaltung der Protokollierung.

StandardmaRig erstellt und verwendet Amazon FSx eine CloudWatch Standard-Logs-Protokollgruppe
in Ihrem Konto als Ziel flir das Ereignisprotokoll. Wenn Sie eine benutzerdefinierte CloudWatch
Protokollgruppe als Ziel fur das Ereignisprotokoll verwenden mdchten, gelten die folgenden
Anforderungen fir den Namen und den Speicherort des Ziels fir das Ereignisprotokoll:

» Der Name der CloudWatch Logs-Protokollgruppe muss mit dem /aws/fsx/ Prafix beginnen.

» Wenn Sie beim Erstellen oder Aktualisieren eines Dateisystems auf der Konsole keine bestehende
CloudWatch Logs-Protokollgruppe haben, kann Amazon FSx for Lustre einen Standard-Log-
Stream in der CloudWatch /aws/fsx/lustre Logs-Protokoligruppe erstellen und verwenden.
Der Protokollstream wird mit dem folgenden Format erstellt datarepo_file_system_id (z.
B.datarepo_fs-0123456789abcdef0).

* Wenn Sie die Standard-Protokollgruppe nicht verwenden méchten, kénnen Sie Uber die
Konfigurationsoberflache eine CloudWatch Logs-Protokollgruppe erstellen, wenn Sie lhr
Dateisystem auf der Konsole erstellen oder aktualisieren.
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» Die CloudWatch Zielprotokollgruppe muss sich in derselben AWS Partition und AWS-Konto wie Ihr
Amazon FSx for Lustre-Dateisystem befinden. AWS-Region

Sie kénnen das Ziel des Ereignisprotokolls jederzeit andern. Wenn Sie dies tun, werden neue
Ereignisprotokolle nur an das neue Ziel gesendet.

Verwaltung der Protokollierung

Sie kdnnen die Protokollierung aktivieren, wenn Sie ein neues Dateisystem FSx fur Lustre erstellen
oder es anschliel3end aktualisieren. Die Protokollierung ist standardmaflig aktiviert, wenn Sie

ein Dateisystem von der FSx Amazon-Konsole aus erstellen. Die Protokollierung ist jedoch
standardmafig deaktiviert, wenn Sie ein Dateisystem mit der AWS CLI oder der FSx Amazon-API
erstellen.

In vorhandenen Dateisystemen, fur die die Protokollierung aktiviert ist, kbnnen Sie die Einstellungen
fur die Ereignisprotokollierung andern, einschliel3lich der Protokollebene, fur die Ereignisse
protokolliert werden sollen, und des Protokollziels. Sie kdnnen diese Aufgaben mit der FSx Amazon-
Konsole oder der FSx Amazon-API| ausfihren. AWS CLI

Um die Protokollierung beim Erstellen eines Dateisystems (Konsole) zu aktivieren

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Folgen Sie dem Verfahren zum Erstellen eines neuen Dateisystems, das Schritt 1: Erstellen Sie
Ihr FSx for Lustre-Dateisystem im Abschnitt Erste Schritte beschrieben ist.

3. Offnen Sie den Abschnitt Protokollierung — optional. Die Protokollierung ist standardmaRig
aktiviert.

v Logging - optional

Log data repository events Info

You can log error and warning events for data repository import/fexport activity associated with your file
system to CloudWatch Logs.

Log errors

Log warnings

Choose a CloudWatch Logs destination

[faws/fsx/lustre v

Create new [4

Pricing
Standard Amazon CloudWatch Logs pricing applies based on your usage. Learn more B

4. Fahren Sie mit dem nachsten Abschnitt des Assistenten zum Erstellen von Dateisystemen fort.
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Wenn das Dateisystem verfligbar wird, wird die Protokollierung aktiviert.

So aktivieren Sie die Protokollierung beim Erstellen eines Dateisystems (CLI)

1. Verwenden Sie beim Erstellen eines neuen Dateisystems die LogConfiguration Eigenschaft
zusammen mit dem CreateFileSystemVorgang, um die Protokollierung fir das neue Dateisystem
zu aktivieren.

create-file-system --file-system-type LUSTRE \
--storage-capacity 1200 --subnet-id subnet-08b31917a72b548a9 \
--lustre-configuration "LogConfiguration={Level=WARN_ERROR, \
Destination="arn:aws:logs:us-east-1:234567890123:1og-group:/aws/fsx/
testEventLogging"}"

2. Wenn das Dateisystem verflgbar wird, wird die Protokollierungsfunktion aktiviert.

Um die Protokollierungskonfiguration zu andern (Konsole)

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Navigieren Sie zu Dateisysteme und wahlen Sie das Lustre Dateisystem aus, fur das Sie die
Protokollierung verwalten mochten.

w

Wahlen Sie die Registerkarte Daten-Repository.

B

Wabhlen Sie im Bereich ,Protokollierung“ die Option ,Aktualisieren®.
5. Andern Sie im Dialogfeld zur Konfiguration der Aktualisierungsprotokollierung die gewiinschten

Einstellungen.

a. Wahlen Sie Fehler protokollieren, um nur Fehlerereignisse zu protokollieren, oder
Warnungen protokollieren, um nur Warnungsereignisse zu protokollieren, oder beides. Die
Protokollierung ist deaktiviert, wenn Sie keine Auswabhl treffen.

b. Wahlen Sie ein vorhandenes Ziel fur das CloudWatch Logs-Protokoll oder erstellen Sie ein
neues.

6. Wahlen Sie Speichern.

So andern Sie die Logging-Konfiguration (CLI)

* Verwenden Sie den update-file-systemCLI-Befehl oder die entsprechende
UpdateFileSystemAPI-Operation.
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update-file-system --file-system-id fs-0123456789abcdef® \
--lustre-configuration "LogConfiguration={Level=WARN_ERROR, \
Destination="arn:aws:logs:us-east-1:234567890123:1og-gxroup:/aws/fsx/
testEventLogging"}"

Anzeigen von -Protokollen

Sie kénnen die Protokolle einsehen, nachdem Amazon mit der Ausgabe begonnen FSx hat. Sie
kénnen die Protokolle wie folgt anzeigen:

+ Sie kénnen Protokolle anzeigen, indem Sie zur CloudWatch Amazon-Konsole gehen und die
Protokollgruppe und den Protokollstream auswahlen, an die lhre Ereignisprotokolle gesendet
werden. Weitere Informationen finden Sie unter An CloudWatch Logs gesendete Protokolldaten

anzeigen im Amazon CloudWatch Logs-Benutzerhandbuch.

+ Sie kdnnen CloudWatch Logs Insights verwenden, um Ihre Protokolldaten interaktiv zu suchen
und zu analysieren. Weitere Informationen finden Sie unter Analysieren von Protokolldaten mit

CloudWatch Logs Insights im Amazon CloudWatch Logs-Benutzerhandbuch.

+ Sie kdnnen Protokolle auch nach Amazon S3 exportieren. Weitere Informationen finden Sie unter
Exportieren von Protokolldaten nach Amazon S3 im Amazon CloudWatch Logs-Benutzerhandbuch.

Informationen zu den Grinden fur Fehler finden Sie unterDatenrepository-Ereignisprotokolle.

Protokollierung FSx von Lustre-API-Aufrufen mit AWS CloudTrail

Amazon FSx for Lustre ist in einen Service integriert AWS CloudTrail, der eine Aufzeichnung der
Aktionen bereitstellt, die von einem Benutzer, einer Rolle oder einem AWS Service in Amazon FSx
for Lustre ausgefiihrt wurden. CloudTrail erfasst alle API-Aufrufe fir Amazon FSx for Lustre als
Ereignisse. Zu den erfassten Aufrufen gehéren Aufrufe von der Amazon FSx for Lustre-Konsole und
von Codeaufrufen an Amazon FSx for Lustre-API-Operationen.

Wenn Sie einen Trail erstellen, kdnnen Sie die kontinuierliche Ubermittlung von CloudTrail
Ereignissen an einen Amazon S3 S3-Bucket aktivieren, einschliellich Ereignissen fir Amazon FSx
for Lustre. Wenn Sie keinen Trail konfigurieren, kdnnen Sie die neuesten Ereignisse trotzdem in der
CloudTrail Konsole im Ereignisverlauf einsehen. Anhand der von gesammelten Informationen kénnen
Sie feststellen CloudTrail, welche Anfrage an Amazon FSx for Lustre gestellt wurde. Sie kdnnen auch
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die IP-Adresse, von der die Anforderung ausging, den Ersteller und den Erstellungszeitpunkt sowie
weitere Details bestimmen.

Weitere Informationen CloudTrail dazu finden Sie im AWS CloudTrail Benutzerhandbuch.

Informationen FSx zu Amazon for Lustre in CloudTrail

CloudTrail ist fur Inr AWS Konto aktiviert, wenn Sie das Konto erstellen. Wenn API-Aktivitaten

in Amazon FSx for Lustre auftreten, wird diese Aktivitdt zusammen mit anderen AWS
Serviceereignissen in der CloudTrail Ereignishistorie in einem Ereignis aufgezeichnet. Sie kbnnen
aktuelle Ereignisse in lhrem AWS Konto ansehen, suchen und herunterladen. Weitere Informationen
finden Sie unter Ereignisse mit CloudTrail Ereignisverlauf anzeigen.

Fir eine fortlaufende Aufzeichnung von Ereignissen in Inrem AWS Konto, einschliefl3lich
Veranstaltungen fir Amazon FSx for Lustre, erstellen Sie einen Trail. Ein Trail ermdglicht CloudTrail
die Ubermittlung von Protokolldateien an einen Amazon S3 S3-Bucket. Wenn Sie einen Trail in

der Konsole erstellen, gilt der Trail standardmallig fur alle AWS Regionen. Der Trail protokolliert
Ereignisse aus allen AWS Regionen der AWS Partition und tGbermittelt die Protokolldateien an den
von lhnen angegebenen Amazon S3 S3-Bucket. Darliber hinaus kénnen Sie andere AWS Dienste
konfigurieren, um die in den CloudTrail Protokollen gesammelten Ereignisdaten weiter zu analysieren
und darauf zu reagieren. Weitere Informationen finden Sie in folgenden Themen im AWS CloudTrail -
Benutzerhandbuch:

Ubersicht zum Erstellen eines Trails

CloudTrail Unterstltzte Dienste und Integrationen

Konfiguration von Amazon SNS SNS-Benachrichtigungen fur CloudTrail

« Empfangen von CloudTrail Protokolldateien aus mehreren Regionen und Empfangen von

CloudTrail Protokolldateien von mehreren Konten

Alle API-Aufrufe von Amazon FSx for Lustre werden von CloudTrail protokolliert. Beispielsweise
generieren Aufrufe der CreateFileSystem und TagResource -Operationen Eintrage in den
CloudTrail Protokolldateien.

Jeder Ereignis- oder Protokolleintrag enthalt Informationen zu dem Benutzer, der die Anforderung
generiert hat. Die ldentitatsinformationen unterstitzen Sie bei der Ermittlung der folgenden Punkte:

« Ob die Anfrage mit Root- oder AWS Identity and Access Management (IAM-)
Benutzeranmeldedaten gestellt wurde.
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» Gibt an, ob die Anforderung mit temporaren Sicherheitsanmeldeinformationen fir eine Rolle oder
einen Verbundbenutzer gesendet wurde.

» Ob die Anfrage von einem anderen AWS Dienst gestellt wurde.

Weitere Informationen finden Sie im CloudTrail Userldentity-Element im AWS CloudTrail
Benutzerhandbuch.

Grundlegendes zu Amazon FSx for Lustre-Protokolldateieintragen

Ein Trail ist eine Konfiguration, die die Ubertragung von Ereignissen als Protokolldateien an einen von
Ihnen angegebenen Amazon S3 S3-Bucket ermdglicht. CloudTrail Protokolldateien enthalten einen
oder mehrere Protokolleintrage. Ein Ereignis stellt eine einzelne Anforderung aus einer beliebigen
Quelle dar und enthalt Informationen ber die angeforderte Aktion, Datum und Uhrzeit der Aktion,
Anforderungsparameter usw. CloudTrail Protokolldateien sind kein geordneter Stack-Trace der
offentlichen API-Aufrufe, sodass sie nicht in einer bestimmten Reihenfolge angezeigt werden.

Das folgende Beispiel zeigt einen CloudTrail Protokolleintrag, der den TagResource Vorgang
demonstriert, wenn ein Tag fur ein Dateisystem von der Konsole aus erstellt wird.

"eventVersion": "1.05",
"userIdentity": {
"type": “Root”,
"principallId": “111122223333”,
"arn": "arn:aws:sts::111122223333:ro0t”,
"accountId": “111122223333"”,
"accessKeyId": "AKIAIOSFODNN7EXAMPLE”,
"sessionContext": {
"attributes": {
"mfaAuthenticated": "false",
"creationDate": "2018-11-14T22:36:072"

}
}
I
"eventTime": "2018-11-14T22:36:07Z2",
"eventSource": "fsx.amazonaws.com",
"eventName": "TagResource",
"awsRegion": "us-east-1",

"sourceIPAddress": “192.0.2.0",
"userAgent": “console.amazonaws.com”,
"requestParameters": {
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"resourceARN": "arn:aws:fsx:us-east-1:111122223333:file-system/fs-

abl2cd34ef56gh789”
},
"responseElements": null,
"requestID": “aEXAMPLE-abcd-1234-56ef-b4cEXAMPLES1”,
"eventID": “bEXAMPLE-gll12-3f5h-3sh4-ab6EXAMPLE9pP”,
"eventType": "AwsApiCall",
"apiVersion": "2018-03-01",
"recipientAccountId": “111122223333"”

Das folgende Beispiel zeigt einen CloudTrail Protokolleintrag, der die UntagResource Aktion

demonstriert, wenn ein Tag fur ein Dateisystem von der Konsole geléscht wird.

"eventVersion": "1.05",
"userIdentity": {
"type": “Root”,
"principalId": "111122223333",
"arn": "arn:aws:sts::111122223333:roo0t",
"accountId": "111122223333",
"accessKeyId": "AKIAIOSFODNN7EXAMPLE",
"sessionContext": {
"attributes": {
"mfaAuthenticated": "false",
"creationDate": "2018-11-14T23:40:54Z"

.

"eventTime": "2018-11-14T23:40:5472",
"eventSource": "fsx.amazonaws.com",
"eventName": "UntagResource",
"awsRegion": "us-east-1",
"sourceIPAddress": "192.0.2.0",
"userAgent": "console.amazonaws.com",
"requestParameters": {

"resourceARN": "arn:aws:fsx:us-east-1:111122223333:file-system/fs-

abl2cd34ef56gh789"
.
"responseElements": null,
"requestID": "aEXAMPLE-abcd-1234-56ef-b4cEXAMPLES1",
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"eventID": "bEXAMPLE-gl12-3f5h-3sh4-ab6EXAMPLE9P",
"eventType": "AwsApiCall",

"apiVersion": "2018-03-01",

"recipientAccountId": "111122223333"
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Migration zu Amazon FSx for Lustre mit AWS DataSync

Sie kbnnen AWS DataSync es verwenden, um Daten zwischen Dateisystemen FSx flir Lustre

zu Ubertragen. DataSync ist ein Datenubertragungsdienst, der das Verschieben und Replizieren

von Daten zwischen selbstverwalteten Speichersystemen und AWS Speicherdiensten Uber das
Internet oder vereinfacht, automatisiert und beschleunigt. Direct Connect DataSync kann lhre
Dateisystemdaten und Metadaten wie Eigentum, Zeitstempel und Zugriffsberechtigungen tbertragen.

Wie migriert man bestehende Dateien zu FSx for Lustre mit AWS
DataSync

Sie konnen die Dateisysteme von DataSync with FSx for Lustre verwenden, um einmalige
Datenmigrationen durchzufihren, regelmafig Daten fur verteilte Workloads aufzunehmen und

die Replikation fur Datenschutz und Wiederherstellung zu planen. Informationen zu bestimmten
Ubertragungsszenarien finden Sie unter Wo kann ich meine Daten (ibertragen? AWS DataSync im
AWS DataSync Benutzerhandbuch.

Voraussetzungen

Um Daten in lhr FSx for Lustre-Setup zu migrieren, bendtigen Sie einen Server und ein Netzwerk, die
die DataSync Anforderungen erfiillen. Weitere Informationen finden Sie unter Einrichtung von AWS
DataSync im AWS DataSync Benutzerhandbuch.

» Sie haben ein Ziel FSx fur das Lustre-Dateisystem erstellt. Weitere Informationen finden Sie unter
Schritt 1: Erstellen Sie |hr FSx for Lustre-Dateisystem.

 Die Quell- und Zieldateisysteme sind in derselben Virtual Private Cloud (VPC) verbunden. Das
Quelldateisystem kann sich lokal oder in einer anderen Amazon VPC befinden, oder AWS-Konto
AWS-Region, es muss sich jedoch in einem Netzwerk befinden, das mit dem des Zieldateisystems
Uber Amazon VPC Peering, Transit Gateway, oder gepeert wird. AWS Direct Connect Site-to-
Site VPN Weitere Informationen finden Sie unter Was ist VPC Peering? im Amazon VPC Peering
Guide.

® Note

DataSync kann nur von FSx oder AWS-Konten zu Lustre Ubertragen werden, wenn der
andere Ubertragungsort Amazon S3 ist.
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Grundlegende Schritte fur die Migration von Dateien mit DataSync

Das Ubertragen von Dateien von einer Quelle zu einem Ziel mithilfe von DataSync umfasst die
folgenden grundlegenden Schritte:

1. Laden Sie einen Agenten herunter, stellen Sie ihn in lhrer Umgebung bereit und aktivieren Sie ihn
(bei der Ubertragung zwischen diesen nicht erforderlich AWS-Services).

2. Erstellen Sie einen Quell- und Zielort.
3. Erstellen Sie eine Aufgabe.

4. Fihren Sie die Aufgabe aus, um Dateien von der Quelle zum Ziel zu Ubertragen.

Weitere Informationen finden Sie in folgenden Themen im AWS DataSync -Benutzerhandbuch:

- Ubertragung zwischen lokalem Speicher und AWS

- Konfiguration von AWS DataSync Ubertragungen mit Amazon FSx for Lustre.

 Bereitstellung lhres EC2 Amazon-Agenten
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Sicherheit bei Amazon FSx for Lustre

Cloud-Sicherheit AWS hat héchste Prioritat. Als AWS Kunde profitieren Sie von Rechenzentren und
Netzwerkarchitekturen, die darauf ausgelegt sind, die Anforderungen der sicherheitssensibelsten
Unternehmen zu erflllen.

Sicherheit ist eine gemeinsame AWS Verantwortung von lhnen und Ihnen. Das Modell der geteilten
Verantwortung beschreibt dies als Sicherheit der Cloud und Sicherheit in der Cloud:

» Sicherheit der Cloud — AWS ist verantwortlich fur den Schutz der Infrastruktur, die AWS Dienste
in der Amazon Web Services Cloud ausfiihrt. AWS bietet Ihnen auch Dienste, die Sie sicher
nutzen kénnen. Auditoren von Drittanbietern testen und Uberprifen die Effektivitat unserer
Sicherheitsmallnahmen im Rahmen der AWS -Compliance-Programme regelmafig. Um mehr
tber die Compliance-Programme zu erfahren, die gelten fir Amazon FSx for Lustre, sieche AWS
Leistungen im Leistungsumfang nach Compliance-Programmen.

 Sicherheit in der Cloud — lhre Verantwortung richtet sich nach dem AWS Dienst, den Sie nutzen.
Sie sind auch fiir andere Faktoren verantwortlich, etwa flir die Vertraulichkeit lhrer Daten, fir die
Anforderungen Ihres Unternehmens und fir die geltenden Gesetze und Vorschriften.

Diese Dokumentation hilft Innen zu verstehen, wie Sie das Modell der gemeinsamen Verantwortung
anwenden kénnen, wenn Sie Amazon FSx for Lustre. In den folgenden Themen erfahren Sie, wie
Sie Amazon konfigurieren FSx, um lhre Sicherheits- und Compliance-Ziele zu erreichen. Sie lernen
auch, wie Sie andere Amazon-Dienste nutzen konnen, die Ihnen helfen, Inre Amazon FSx for Lustre
Ressourcen schatzen.

Im Folgenden finden Sie eine Beschreibung der Sicherheitsaspekte bei der Arbeit mit Amazon FSx.

Themen

» Datenschutz in Amazon FSx for Lustre

Identitats- und Zugriffsmanagement fiur Amazon FSx for Lustre

Zugriffskontrolle fur Dateisysteme mit Amazon VPC

Amazon VPC-Netzwerk ACLs

Konformitatsvalidierung fur Amazon FSx for Lustre

« Amazon FSx for Lustre und VPC-Schnittstellen-Endpunkte (JAWS PrivateLink
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Datenschutz in Amazon FSx for Lustre

Das AWS Modell der der , gilt fiir den Datenschutz in Amazon FSx for Lustre. Wie in diesem Modell
beschrieben, AWS ist verantwortlich flir den Schutz der globalen Infrastruktur, auf der AWS Cloud
alle Sie sind daflr verantwortlich, die Kontrolle tber Ihre in dieser Infrastruktur gehosteten Inhalte
zu behalten. Sie sind auch fir die Sicherheitskonfiguration und die Verwaltungsaufgaben flir die von
Ihnen verwendeten AWS-Services verantwortlich. Weitere Informationen zum Datenschutz finden
Sie unter Haufig gestellte Fragen zum Datenschutz. Informationen zum Datenschutz in Europa
finden Sie im Blog-Beitrag AWS -Modell der geteilten Verantwortung und in der DSGVO im AWS -
Sicherheitsblog.

Aus Datenschutzgriinden empfehlen wir, dass Sie AWS-Konto Anmeldeinformationen schitzen und
einzelne Benutzer mit AWS |AM Ildentity Center oder AWS Identity and Access Management (IAM)
einrichten. So erhalt jeder Benutzer nur die Berechtigungen, die zum Durchflhren seiner Aufgaben
erforderlich sind. Au3erdem empfehlen wir, die Daten mit folgenden Methoden schutzen:

+ Verwenden Sie fUr jedes Konto die Multi-Faktor-Authentifizierung (MFA).

* Verwenden Sie SSL/TLS, um mit Ressourcen zu kommunizieren. AWS Wir bendtigen TLS 1.2 und
empfehlen TLS 1.3.

» Richten Sie die API und die Protokollierung von Benutzeraktivitaten mit ein. AWS CloudTrail
Informationen zur Verwendung von CloudTrail Pfaden zur Erfassung von AWS Aktivitaten finden
Sie unter Arbeiten mit CloudTrail Pfaden im AWS CloudTrail Benutzerhandbuch.

* Verwenden Sie AWS Verschlisselungslésungen zusammen mit allen darin enthaltenen
Standardsicherheitskontrollen AWS-Services.

* Verwenden Sie erweiterte verwaltete Sicherheitsservices wie Amazon Macie, die dabei helfen, in
Amazon S3 gespeicherte personliche Daten zu erkennen und zu schitzen.

* Wenn Sie fur den Zugriff AWS Uber eine Befehlszeilenschnittstelle oder eine APl FIPS 140-3-
validierte kryptografische Module bendtigen, verwenden Sie einen FIPS-Endpunkt. Weitere
Informationen Gber verfigbare FIPS-Endpunkte finden Sie unter Federal Information Processing
Standard (FIPS) 140-3.

Wir empfehlen dringend, in Freitextfeldern, z. B. im Feld Name, keine vertraulichen oder sensiblen
Informationen wie die E-Mail-Adressen Ihrer Kunden einzugeben. Dazu gehdrt auch, wenn

Sie mit arbeiten Amazon FSx oder andere, die die AWS-Services Konsole, die APl AWS CLI,
oder verwenden AWS SDKs. Alle Daten, die Sie in Tags oder Freitextfelder eingeben, die fur
Namen verwendet werden, kdnnen fur Abrechnungs- oder Diagnoseprotokolle verwendet werden.
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Wenn Sie eine URL flr einen externen Server bereitstellen, empfehlen wir dringend, keine
Anmeldeinformationen zur Validierung Ihrer Anforderung an den betreffenden Server in die URL
einzuschliel3en.

Themen

» Datenverschlisselung in Amazon FSx for Lustre

» Richtlinie fur den Datenverkehr zwischen Netzwerken

Datenverschlisselung in Amazon FSx for Lustre

Amazon FSx for Lustre unterstlitzt zwei Arten der Verschlisselung fur Dateisysteme:
Verschliisselung von Daten im Ruhezustand und Verschliisselung bei der Ubertragung. Die
Verschlisselung von Daten im Ruhezustand wird automatisch aktiviert, wenn ein FSx Amazon-
Dateisystem erstellt wird. Die Verschliisselung von Daten wahrend der Ubertragung wird automatisch
aktiviert, wenn Sie von EC2Amazon-Instances aus, die diese Funktion unterstltzen, auf ein FSx
Amazon-Dateisystem zugreifen.

Verwendung von Verschlusselung

Wenn Ihr Unternehmen Unternehmens- oder behdrdlichen Richtlinien unterliegt, die die
Verschlisselung von Daten und Metadaten im Speicher vorschreiben, empfehlen wir, ein
verschliusseltes Dateisystem zu erstellen und Ihr Dateisystem mithilfe der Verschlisselung von Daten
wahrend der Ubertragung zu mounten.

Weitere Informationen zum Erstellen eines Dateisystems, das im Ruhezustand mithilfe der Konsole
verschlisselt wird, finden Sie unter Erstellen Sie Ihr Amazon FSx for Lustre Dateisystem.

Themen

* Verschlisseln von Daten im Ruhezustand

« Verschliisseln von Daten wéhrend der Ubertragung

Verschlusseln von Daten im Ruhezustand

Die Verschlisselung von Daten im Ruhezustand wird automatisch aktiviert, wenn Sie ein

Amazon FSx for Lustre Dateisystem Uber die AWS-Managementkonsole AWS CLI, die oder
programmgesteuert Uber die FSx Amazon-API oder eine der. AWS SDKs |hr Unternehmen erfordert
moglicherweise die Verschlisselung aller Daten, die einer bestimmten Klassifizierung entsprechen
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oder zu einer speziellen Anwendung oder Umgebung bzw. zu einem speziellen Workload gehoren.
Wenn Sie ein persistentes Dateisystem erstellen, kdnnen Sie den AWS KMS Schlissel angeben,

mit dem die Daten verschlisselt werden sollen. Wenn Sie ein Scratch-Dateisystem erstellen, werden
die Daten mit von Amazon verwalteten Schllisseln verschlisselt FSx. Weitere Informationen zum
Erstellen eines Dateisystems, das im Ruhezustand mithilfe der Konsole verschlisselt wird, finden Sie
unter Erstellen Sie Ihr Amazon FSx for Lustre Dateisystem.

(® Note

Die Infrastruktur AWS flr die Schltsselverwaltung verwendet nach den Federal Information
Processing Standards (FIPS) 140-2 zugelassene kryptografische Algorithmen. Die
Infrastruktur entspricht den Empfehlungen der National Institute of Standards and Technology
(NIST) 800-57.

Weitere Informationen zur Verwendung von Lustre finden Sie FSx unter. AWS KMSWie Amazon FSx
for Lustre verwendet AWS KMS

Funktionsweise der Verschlisselung im Ruhezustand

Auf einem verschlisselten Dateisystem werden Daten und Metadaten automatisch verschlisselt,
bevor sie auf das Dateisystem geschrieben werden. Umgekehrt werden bei Lesevorgangen Daten
und Metadaten entschlisselt, bevor sie an die Anwendung gesendet werden. Diese Prozesse werden
transparent abgewickelt von Amazon FSx for Lustre, sodass Sie Ihre Anwendungen nicht andern
mussen.

Amazon FSx for Lustre verwendet den branchentblichen AES-256-Verschlisselungsalgorithmus, um
ruhende Dateisystemdaten zu verschlisseln. Weitere Informationen finden Sie unter Grundlagen der
Kryptographie im AWS Key Management Service -Entwicklerhandbuch.

Wie Amazon FSx for Lustre verwendet AWS KMS

Amazon FSx for Lustre verschlisselt Daten automatisch, bevor sie in das Dateisystem geschrieben
werden, und entschlisselt Daten automatisch, wenn sie gelesen werden. Daten werden mit einer
XTS-AES-256-Blockchiffre verschlisselt. Alle Scratch FSx for Lustre-Dateisysteme werden im
Ruhezustand mit Schlisseln verschlisselt, die von verwaltet werden. AWS KMSAmazon FSx

for Lustre lasst sich in AWS KMS die Schlisselverwaltung integrieren. Die Schlissel, die zur
Verschlisselung von Scratch-Dateisystemen im Ruhezustand verwendet werden, sind fur jedes
Dateisystem einzigartig und werden nach dem Ldschen des Dateisystems vernichtet. Fir persistente
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Dateisysteme wahlen Sie den KMS-Schlussel, der zum Verschlisseln und Entschliisseln von Daten
verwendet wird. Sie geben an, welcher Schlissel verwendet werden soll, wenn Sie ein persistentes
Dateisystem erstellen. Sie kdnnen Zuweisungen flir diesen KMS-Schlussel aktivieren, deaktivieren
oder widerrufen. Bei diesem KMS-Schlissel kann es sich um einen der beiden folgenden Typen
handeln:

* Von AWS verwalteter Schlissel fir Amazon FSx — Dies ist der Standard-KMS-Schlussel. Die
Erstellung und Speicherung eines KMS-Schlissels wird lhnen nicht in Rechnung gestellt, es fallen
jedoch Nutzungsgebuhren an. Weitere Informationen finden Sie unter AWS Key Management
Service Preise.

« Kundenverwalteter Schliissel — Dies ist der flexibelste KMS-Schllssel, da Sie seine
Schliusselrichtlinien und Berechtigungen flr mehrere Benutzer oder Dienste konfigurieren kénnen.
Weitere Informationen zum Erstellen von kundenverwalteten Schlisseln finden Sie unter Creating
Keys im AWS Key Management Service Developer Guide.

Wenn Sie einen vom Kunden verwalteten Schllissel als KMS-Schliissel fir die Verschlisselung und
Entschliisselung von Dateidaten verwenden, kénnen Sie die Schlisselrotation aktivieren. Wenn

Sie die Schlusselrotation aktivieren, AWS KMS wird Ihr Schliissel automatisch einmal pro Jahr
rotiert. Dartber hinaus kénnen Sie bei einem vom Kunden verwalteten Schliissel (CMK) jederzeit
entscheiden, wann Sie den Zugriff auf lnren vom Kunden verwalteten Schllissel deaktivieren, wieder
aktivieren, I6schen oder widerrufen mochten.

/A Important

Amazon FSx akzeptiert nur KMS-Schllissel mit symmetrischer Verschlisselung. Sie kénnen
keine asymmetrischen KMS-Schlissel mit Amazon FSx verwenden.

Die FSx wichtigsten Richtlinien von Amazon fur AWS KMS

Schlusselrichtlinien sind die primare Methode zur Zugriffssteuerung fir KMS-Schlissel. Weitere
Informationen zu den wichtigsten Richtlinien finden Sie unter Verwenden wichtiger Richtlinien AWS

KMS im AWS Key Management Service Entwicklerhandbuch.In der folgenden Liste werden alle

AWS KMS—bezogenen Berechtigungen beschrieben, die von Amazon FSx fur Dateisysteme mit
Verschlisselung im Ruhezustand unterstitzt werden:

» kms:Encrypt — (Optional) Verschlisselt Klartext in Geheimtext. Diese Berechtigung ist in der
Standard-SchlUsselrichtlinie enthalten.
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» kms:Decrypt — (Erforderlich) Entschlisselt Geheimtext. Geheimtext ist Klartext, der zuvor
verschlisselt wurde. Diese Berechtigung ist in der Standard-Schlisselrichtlinie enthalten.

» kms: ReEncrypt — (Optional) Verschlisselt Daten auf der Serverseite mit einem neuen KMS-
Schlissel, ohne den Klartext der Daten auf der Clientseite offenzulegen. Die Daten werden
zuerst entschlisselt und dann neu verschlisselt. Diese Berechtigung ist in der Standard-
Schliusselrichtlinie enthalten.

» kms: GenerateDataKeyWithoutPlaintext — (Erforderlich) Gibt einen mit einem KMS-Schlissel
verschlisselten Datenverschlusselungsschlissel zurlick. Diese Berechtigung ist in der
Standardschlusselrichtlinie unter kms: GenerateDataKey * enthalten.

» kms: CreateGrant — (Erforderlich) Fligt einem Schllissel einen Zuschuss hinzu, um anzugeben,
wer den Schllissel verwenden kann und unter welchen Bedingungen. Erteilungen sind
eine alternative Berechtigungsmethode zu Schlisselrichtlinien. Weitere Informationen zu
Zuschussen finden Sie unter Verwendung von Zuschussen im AWS Key Management Service
Entwicklerhandbuch. Diese Berechtigung ist in der Standard-Schlisselrichtlinie enthalten.

» kms: DescribeKey — (Erforderlich) Stellt detaillierte Informationen zum angegebenen KMS-
Schlissel bereit. Diese Berechtigung ist in der Standard-Schlisselrichtlinie enthalten.

» kms: ListAliases — (Optional) Listet alle Schlisselaliase im Konto auf. Wenn Sie die Konsole
verwenden, um ein verschlisseltes Dateisystem zu erstellen, wird mit dieser Berechtigung die Liste
zur Auswahl des KMS-Schlussels aufgefillt. Wir empfehlen flir eine optimale Benutzererfahrung
diese Berechtigung. Diese Berechtigung ist in der Standard-Schllsselrichtlinie enthalten.

Verschliisseln von Daten wahrend der Ubertragung

Scratch 2- und persistente Dateisysteme kénnen Daten wéhrend der Ubertragung automatisch
verschlisseln, wenn auf das Dateisystem von EC2 Amazon-Instances aus zugegriffen wird, die
Verschliisselung bei der Ubertragung unterstiitzen, sowie fiir die gesamte Kommunikation zwischen
Hosts innerhalb des Dateisystems. Informationen dartber, welche EC2 Instances Verschlisselung
bei der Ubertragung unterstiitzen, finden Sie unter Verschliisselung bei der Ubertragung im EC2

Amazon-Benutzerhandbuch.

Eine Liste der Produkte, AWS-Regionen in denen Amazon FSx for Lustre verflgbar ist, finden Sie
unterArt der Bereitstellung, Verfugbarkeit.

Richtlinie fir den Datenverkehr zwischen Netzwerken

In diesem Thema wird beschrieben, wie Amazon Verbindungen vom Service zu anderen Standorten
FSx sichert.
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Verkehr zwischen Amazon FSx und lokalen Kunden

Sie haben zwei Verbindungsoptionen zwischen lhrem privaten Netzwerk und AWS:

» Eine AWS Site-to-Site VPN Verbindung. Weitere Informationen finden Sie unter Was ist AWS Site-
to-Site VPN?

+ Eine AWS Direct Connect Verbindung. Weitere Informationen finden Sie unter Was ist AWS Direct

Connect?

Sie konnen Uber das Netzwerk auf Lustre zugreifen FSx , um auf AWS verdffentlichte API-
Operationen zur Ausfihrung administrativer Aufgaben zuzugreifen und Lustre Ports fur die Interaktion
mit dem Dateisystem.

API-Verkehr verschlisseln

Um auf AWS verdffentlichte API-Operationen zugreifen zu kdnnen, miussen Clients Transport Layer
Security (TLS) 1.2 oder héher unterstitzen. Wir benétigen TLS 1.2 und empfehlen TLS 1.3. Clients
mussen aullerdem Cipher Suites mit PFS (Perfect Forward Secrecy) wie DHE (Ephemeral Diffie-
Hellman) oder ECDHE (Elliptic Curve Ephemeral Diffie-Hellman) unterstitzen. Die meisten modernen
Systemen wie Java 7 und hdher unterstitzen diese Modi. Aulierdem mussen Anforderungen mit
einer Zugriffsschlissel-ID und einem geheimen Zugriffsschlissel signiert sein, der einem I1AM-
Prinzipal zugeordnet ist. Oder Sie kdbnnen AWS Security Token Service (STS) verwenden, um

temporare Sicherheitsanmeldeinformationen zum Signieren von Anfragen zu generieren.
Verschlisselung des Datenverkehrs

Die Verschliisselung von Daten wéhrend der Ubertragung wird von unterstiitzten EC2 Instanzen
aus aktiviert, die von dort aus auf die Dateisysteme zugreifen. AWS Cloud Weitere Informationen
finden Sie unterVerschliisseln von Daten wahrend der Ubertragung. FSx for Lustre bietet keine

systemeigene Verschliisselung bei der Ubertragung zwischen lokalen Clients und Dateisystemen.

|ldentitats- und Zugriffsmanagement fur Amazon FSx for Lustre

AWS ldentity and Access Management (IAM) hilft einem Administrator AWS-Service , den Zugriff
auf AWS Ressourcen sicher zu kontrollieren. IAM-Administratoren kontrollieren, wer authentifiziert
(angemeldet) und autorisiert werden kann (Uber Berechtigungen verflgt), um FSx Amazon-
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Ressourcen zu verwenden. IAM ist ein Programm AWS-Service , das Sie ohne zuséatzliche Kosten
nutzen kénnen.

Themen
 Zielgruppe

* Authentifizierung mit Identitaten

* Verwalten des Zugriffs mit Richtlinien

* So funktioniert Amazon FSx for Lustre mit IAM

» Beispiele fUr identitdtsbasierte Richtlinien fur Amazon for Lustre FSx

* AWS verwaltete Richtlinien fur Amazon FSx for Lustre

* Fehlerbehebung bei Identitat und Zugriff auf Amazon FSx for Lustre

* Verwenden von Tags mit Amazon FSx

» Verwenden von serviceverknlpften Rollen fliir Amazon FSx

Zielgruppe
Wie Sie AWS Identity and Access Management (IAM) verwenden, hangt von lhrer Rolle ab:

» Servicebenutzer — Fordern Sie von lhrem Administrator Berechtigungen an, wenn Sie nicht auf
Features zugreifen kénnen (siehe Fehlerbehebung bei Identitat und Zugriff auf Amazon FSx for
Lustre).

» Serviceadministrator — Bestimmen Sie den Benutzerzugriff und stellen Sie Berechtigungsanfragen
(siehe So funktioniert Amazon FSx for Lustre mit IAM).

* |IAM-Administrator — Schreiben Sie Richtlinien zur Zugriffsverwaltung (siehe Beispiele fur
identitdtsbasierte Richtlinien fir Amazon for Lustre FSx ).

Authentifizierung mit Identitaten

Authentifizierung ist die Art und Weise, wie Sie sich AWS mit Ihren Identitatsdaten anmelden. Sie
mussen sich als IAM-Benutzer authentifizieren oder eine IAM-Rolle annehmen. Root-Benutzer des
AWS-Kontos

Sie konnen sich als foderierte Identitat anmelden, indem Sie Anmeldeinformationen aus einer
|dentitatsquelle wie AWS IAM Identity Center (IAM Identity Center), Single Sign-On-Authentifizierung
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oder Anmeldeinformationen verwenden. Google/Facebook Weitere Informationen zum Anmelden
finden Sie unter So melden Sie sich bei Ihrem AWS-Konto an im Benutzerhandbuch fir AWS-
Anmeldung .

AWS Bietet flr den programmatischen Zugriff ein SDK und eine CLI zum kryptografischen Signieren
von Anfragen. Weitere Informationen finden Sie unter AWS Signature Version 4 for API requests im
IAM-Benutzerhandbuch.

AWS-Konto Root-Benutzer

Wenn Sie einen erstellen AWS-Konto, beginnen Sie mit einer Anmeldeidentitat, dem sogenannten
AWS-Konto Root-Benutzer, der vollstandigen Zugriff auf alle AWS-Services Ressourcen hat. Wir
raten ausdricklich davon ab, den Root-Benutzer fir Alltagsaufgaben zu verwenden. Eine Liste der
Aufgaben, fir die Sie sich als Root-Benutzer anmelden missen, finden Sie unter Tasks that require
root user credentials im |AM-Benutzerhandbuch.

Verbundidentitat

Es hat sich bewahrt, dass menschliche Benutzer flr den Zugriff AWS-Services mithilfe temporarer
Anmeldeinformationen einen Verbund mit einem Identitatsanbieter verwenden missen.

Eine foderierte Identitat ist ein Benutzer aus lhrem Unternehmensverzeichnis, lhrem Directory
Service Web-Identitatsanbieter oder der AWS-Services mithilfe von Anmeldeinformationen
aus einer Identitatsquelle zugreift. Verbundene Identitaten Gibernehmen Rollen, die temporare
Anmeldeinformationen bereitstellen.

FUr die zentrale Zugriffsverwaltung empfehlen wir AWS |IAM Identity Center. Weitere Informationen
finden Sie unter Was ist IAM Identity Center? im AWS IAM Identity Center -Benutzerhandbuch.

IAM-Benutzer und -Gruppen

Ein IAM-Benutzer ist eine Identitat mit bestimmten Berechtigungen fir eine einzelne Person oder
Anwendung. Verwenden Sie moglichst temporare Anmeldeinformationen anstelle von IAM-Benutzern
mit langfristigen Anmeldeinformationen. Weitere Informationen finden Sie im IAM-Benutzerhandbuch
unter Erfordern, dass menschliche Benutzer den Verbund mit einem Identitdtsanbieter verwenden
mussen, um AWS mithilfe temporarer Anmeldeinformationen darauf zugreifen zu kénnen.

Eine IAM-Gruppe spezifiziert eine Sammlung von IAM-Benutzern und erleichtert die Verwaltung
von Berechtigungen fur grol3e Gruppen von Benutzern. Weitere Informationen finden Sie unter
Anwendungsfalle fur IAM-Benutzer im IAM-Benutzerhandbuch.
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IAM-Rollen

Eine IAM-Rolle ist eine Identitat mit spezifischen Berechtigungen, die temporare
Anmeldeinformationen bereitstellt. Sie kdnnen eine Rolle Ubernehmen, indem Sie von einer Benutzer-
zu einer IAM-Rolle (Konsole) wechseln AWS CLI oder einen AWS API-Vorgang aufrufen. Weitere
Informationen finden Sie unter Methoden, um eine Rolle zu Ubernehmen im IAM-Benutzerhandbuch.

IAM-Rollen sind nutzlich fur Verbundbenutzerzugriff, temporare IAM-Benutzerberechtigungen,
kontoubergreifenden Zugriff, dienstlibergreifenden Zugriff und Anwendungen, die auf Amazon
ausgefuhrt werden. EC2 Weitere Informationen finden Sie unter Kontoubergreifender

Ressourcenzugriff in IAM im IAM-Benutzerhandbuch.

Verwalten des Zugriffs mit Richtlinien

Sie kontrollieren den Zugriff, AWS indem Sie Richtlinien erstellen und diese an Identitaten oder
Ressourcen anhangen. AWS Eine Richtlinie definiert Berechtigungen, wenn sie mit einer Identitat
oder Ressource verknupft sind. AWS bewertet diese Richtlinien, wenn ein Principal eine Anfrage
stellt. Die meisten Richtlinien werden AWS als JSON-Dokumente gespeichert. Weitere Informationen
zu JSON-Richtliniendokumenten finden Sie unter Ubersicht tiber JSON-Richtlinien im I1AM-
Benutzerhandbuch.

Mit Hilfe von Richtlinien legen Administratoren fest, wer Zugriff auf was hat, indem sie
definieren, welches Prinzipal welche Aktionen auf welchen Ressourcenund unter welchen
Bedingungendurchflhren darf.

StandardmaRig haben Benutzer, Gruppen und Rollen keine Berechtigungen. Ein IAM-Administrator
erstellt IAM-Richtlinien und flgt sie zu Rollen hinzu, die die Benutzer dann tibernehmen kénnen.
IAM-Richtlinien definieren Berechtigungen unabhangig von der Methode, die zur Ausfiihrung der
Operation verwendet wird.

Identitatsbasierte Richtlinien

|dentitatsbasierte Richtlinien sind JSON-Berechtigungsrichtliniendokumente, die Sie einer Identitat
(Benutzer, Gruppe oder Rolle) anfigen kdnnen. Diese Richtlinien steuern, welche Aktionen
|dentitaten fur welche Ressourcen und unter welchen Bedingungen ausfihren kénnen. Informationen
zum Erstellen identitatsbasierter Richtlinien finden Sie unter Definieren benutzerdefinierter IAM-
Berechtigungen mit vom Kunden verwalteten Richtlinien im IAM-Benutzerhandbuch.

Identitatsbasierte Richtlinien kdnnen Inline-Richtlinien (direkt in eine einzelne Identitat eingebettet)
oder verwaltete Richtlinien (eigenstandige Richtlinien, die mit mehreren Identitaten verbunden sind)
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sein. Informationen dazu, wie Sie zwischen verwalteten und Inline-Richtlinien wahlen, finden Sie
unter Choose between managed policies and inline policies im IAM-Benutzerhandbuch.

Ressourcenbasierte Richtlinien

Ressourcenbasierte Richtlinien sind JSON-Richtliniendokumente, die Sie an eine Ressource
anfigen. Beispiele hierfur sind Vertrauensrichtlinien fir IAM-Rollen und Amazon S3-Bucket-
Richtlinien. In Services, die ressourcenbasierte Richtlinien unterstitzen, kbnnen Service-
Administratoren sie verwenden, um den Zugriff auf eine bestimmte Ressource zu steuern. Sie
mussen in einer ressourcenbasierten Richtlinie einen Prinzipal angeben.

Ressourcenbasierte Richtlinien sind Richtlinien innerhalb dieses Diensts. Sie konnen AWS verwaltete
Richtlinien von IAM nicht in einer ressourcenbasierten Richtlinie verwenden.

Weitere Richtlinientypen

AWS unterstitzt zusatzliche Richtlinientypen, mit denen die maximalen Berechtigungen festgelegt
werden konnen, die durch gangigere Richtlinientypen gewahrt werden:

» Berechtigungsgrenzen — Eine Berechtigungsgrenze legt die maximalen Berechtigungen fest, die
eine identitatsbasierte Richtlinie einer IAM-Entitat erteilen kann. Weitere Informationen finden Sie
unter Berechtigungsgrenzen fur IAM-Entitaten im -IAM-Benutzerhandbuch.

+ Richtlinien zur Dienstkontrolle (SCPs) — Geben Sie die maximalen Berechtigungen fur eine
Organisation oder Organisationseinheit in an AWS Organizations. Weitere Informationen finden Sie
unter Service-Kontrollrichtlinien im AWS Organizations -Benutzerhandbuch.

* Richtlinien zur Ressourcenkontrolle (RCPs) — Legen Sie die maximal verfligbaren Berechtigungen
fur Ressourcen in lhren Konten fest. Weitere Informationen finden Sie im AWS Organizations
Benutzerhandbuch unter Richtlinien zur Ressourcenkontrolle (RCPs).

« Sitzungsrichtlinien — Sitzungsrichtlinien sind erweiterte Richtlinien, die als Parameter Ubergeben
werden, wenn Sie eine temporare Sitzung fir eine Rolle oder einen Verbundbenutzer erstellen.
Weitere Informationen finden Sie unter Sitzungsrichtlinien im IAM-Benutzerhandbuch.

Mehrere Richtlinientypen

Wenn fur eine Anfrage mehrere Arten von Richtlinien gelten, sind die sich daraus ergebenden
Berechtigungen schwieriger zu verstehen. Informationen dartber, wie AWS bestimmt wird, ob eine
Anfrage zulassig ist, wenn mehrere Richtlinientypen betroffen sind, finden Sie unter Bewertungslogik

fur Richtlinien im IAM-Benutzerhandbuch.
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So funktioniert Amazon FSx for Lustre mit IAM

Bevor Sie IAM verwenden, um den Zugriff auf Amazon zu verwalten FSx, sollten Sie sich dartiber
informieren, welche IAM-Funktionen fir Amazon verfligbar sind. FSx

IAM-Funktionen, die Sie mit Amazon FSx for Lustre verwenden kdnnen

IAM-Feature FSx Amazon-Unterstltzung
Identitatsbasierte Richtlinien Ja
Ressourcenbasierte Richtlinien Nein
Richtlinienaktionen Ja
Richtlinienressourcen Ja
Bedingungsschlissel fur die Richtlinie Ja
ACLs Nein
ABAC (Tags in Richtlinien) Ja
Temporare Anmeldeinformationen Ja
Forward Access Sessions (FAS) Ja
Servicerollen Nein
Serviceverknlpfte Rollen Ja

Einen allgemeinen Uberblick dariiber, wie Amazon FSx und andere AWS Services mit den meisten
IAM-Funktionen funktionieren, finden Sie im IAM-Benutzerhandbuch unter AWS Services, die mit IAM
funktionieren.

Identitatsbasierte Richtlinien fur Amazon FSx

Unterstitzt Richtlinien auf Identitatsbasis: Ja
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Identitatsbasierte Richtlinien sind JSON-Berechtigungsrichtliniendokumente, die Sie einer Identitat
anfligen kénnen, wie z. B. IAM-Benutzern, -Benutzergruppen oder -Rollen. Diese Richtlinien steuern,
welche Aktionen die Benutzer und Rollen flir welche Ressourcen und unter welchen Bedingungen
ausfihren kdénnen. Informationen zum Erstellen identitdtsbasierter Richtlinien finden Sie unter
Definieren benutzerdefinierter IAM-Berechtigungen mit vom Kunden verwalteten Richtlinien im IAM-
Benutzerhandbuch.

Mit identitatsbasierten IAM-Richtlinien kénnen Sie angeben, welche Aktionen und Ressourcen
zugelassen oder abgelehnt werden. Daruber hinaus kdnnen Sie die Bedingungen festlegen, unter
denen Aktionen zugelassen oder abgelehnt werden. Informationen zu sdmtlichen Elementen, die Sie
in einer JSON-Richtlinie verwenden, finden Sie in der IAM-Referenz fur JSON-Richtlinienelemente im
IAM-Benutzerhandbuch.

Beispiele fur identitatsbasierte Richtlinien fir Amazon FSx

Beispiele fur FSx identitatsbasierte Richtlinien von Amazon finden Sie unter. Beispiele flr
identitatsbasierte Richtlinien fur Amazon for Lustre FSx

Ressourcenbasierte Richtlinien innerhalb von Amazon FSx
Unterstutzt ressourcenbasierte Richtlinien: Nein

Politische MalRnahmen fir Amazon FSx

Unterstutzt Richtlinienaktionen: Ja

Administratoren kdnnen mithilfe von AWS JSON-Richtlinien angeben, wer auf was Zugriff hat. Das
heilt, welcher Prinzipal Aktionen fir welche Ressourcen und unter welchen Bedingungen ausfiuhren
kann.

Das Element Action einer JSON-Richtlinie beschreibt die Aktionen, mit denen Sie den Zugriff in
einer Richtlinie zulassen oder verweigern kdnnen. Nehmen Sie Aktionen in eine Richtlinie auf, um
Berechtigungen zur Ausfihrung des zugehoérigen Vorgangs zu erteilen.

Eine Liste der FSx Amazon-Aktionen finden Sie unter Von Amazon FSx fir Lustre definierte Aktionen

in der Service Authorization Reference.

Richtlinienaktionen in Amazon FSx verwenden das folgende Préfix vor der Aktion:

fsx

FSx fur Lustre und IAM 333


https://docs.aws.amazon.com/IAM/latest/UserGuide/access_policies_create.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/reference_policies_elements.html
https://docs.aws.amazon.com/service-authorization/latest/reference/list_amazonfsx.html#amazonfsx-actions-as-permissions

FSx fur Lustre Lustre-Benutzerhandbuch

Um mehrere Aktionen in einer einzigen Anweisung anzugeben, trennen Sie sie mit Kommata:

"Action": [
"fsx:actionl",
"fsx:action2"

]

Beispiele fur FSx identitdtsbasierte Richtlinien von Amazon finden Sie unter. Beispiele fiir
identitatsbasierte Richtlinien fir Amazon for Lustre FSx

Politische Ressourcen fur Amazon FSx
Unterstitzt Richtlinienressourcen: Ja

Administratoren kdnnen mithilfe von AWS JSON-Richtlinien angeben, wer auf was Zugriff hat. Das
heillt, welcher Prinzipal Aktionen fir welche Ressourcen und unter welchen Bedingungen ausfihren
kann.

Das JSON-Richtlinienelement Resource gibt die Objekte an, auf welche die Aktion angewendet
wird. Als Best Practice geben Sie eine Ressource mit dem zugehdérigen Amazon-Ressourcennamen
(ARN) an. Verwenden Sie fur Aktionen, die keine Berechtigungen auf Ressourcenebene
unterstitzen, einen Platzhalter (*), um anzugeben, dass die Anweisung fur alle Ressourcen gilt.

"Resource": "*"

Eine Liste der FSx Amazon-Ressourcentypen und ihrer ARNs Eigenschaften finden Sie unter Von
Amazon FSx for Lustre definierte Ressourcen in der Service Authorization Reference. Informationen
dartber, mit welchen Aktionen Sie den ARN jeder Ressource angeben konnen, finden Sie unter Von
Amazon FSx for Lustre definierte Aktionen.

Beispiele flr FSx identitatsbasierte Richtlinien von Amazon finden Sie unter. Beispiele flr
identitatsbasierte Richtlinien flir Amazon for Lustre FSx

SchlUssel zu den Versicherungsbedingungen fur Amazon FSx

Unterstutzt servicespezifische Richtlinienbedingungsschlissel: Ja
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Administratoren kénnen mithilfe von AWS JSON-Richtlinien angeben, wer Zugriff auf was hat. Das
heidt, welcher Prinzipal Aktionen flir welche Ressourcen und unter welchen Bedingungen ausfihren
kann.

Das Element Condition gibt an, wann Anweisungen auf der Grundlage definierter Kriterien
ausgefuhrt werden. Sie kdnnen bedingte Ausdricke erstellen, die Bedingungsoperatoren

verwenden, z. B. ist gleich oder kleiner als, damit die Bedingung in der Richtlinie mit Werten in der
Anforderung Ubereinstimmt. Eine Ubersicht aller AWS globalen Bedingungsschliissel finden Sie unter
Kontextschlussel fur AWS globale Bedingungen im IAM-Benutzerhandbuch.

Eine Liste der FSx Amazon-Bedingungsschlissel finden Sie unter Bedingungsschlussel fur

Amazon FSx for Lustre in der Service Authorization Reference. Informationen zu den Aktionen und

Ressourcen, mit denen Sie einen Bedingungsschlissel verwenden kénnen, finden Sie unter Von
Amazon FSx for Lustre definierte Aktionen.

Beispiele fur FSx identitdtsbasierte Richtlinien von Amazon finden Sie unter. Beispiele fur
identitatsbasierte Richtlinien fur Amazon for Lustre FSx

Zugriffskontrolllisten (ACLs) in Amazon FSx
Unterstitzt ACLs: Nein
Attributbasierte Zugriffskontrolle (ABAC) mit Amazon FSx

Unterstutzt ABAC (Tags in Richtlinien): Ja

Die attributbasierte Zugriffskontrolle (ABAC) ist eine Autorisierungsstrategie, bei der Berechtigungen
basierend auf Attributen, auch als Tags bezeichnet, definiert werden. Sie kdnnen Tags an IAM-
Entitdten und AWS -Ressourcen anhangen und dann ABAC-Richtlinien entwerfen, um Operationen
zu ermoglichen, wenn das Tag des Prinzipals mit dem Tag auf der Ressource Ubereinstimmt.

Um den Zugriff auf der Grundlage von Tags zu steuern, geben Sie im Bedingungselement einer
Richtlinie Tag-Informationen an, indem Sie die Schliissel aws :ResourceTag/key-name,
aws :RequestTag/key-name, oder Bedingung aws : TagKeys verwenden.

Wenn ein Service alle drei Bedingungsschlussel fur jeden Ressourcentyp unterstitzt, lautet der Wert
flur den Service Ja. Wenn ein Service alle drei Bedingungsschlissel fur nur einige Ressourcentypen
unterstutzt, lautet der Wert Teilweise.
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Weitere Informationen zu ABAC finden Sie unter Definieren von Berechtigungen mit ABAC-
Autorisierung im IAM-Benutzerhandbuch. Um ein Tutorial mit Schritten zur Einstellung von ABAC
anzuzeigen, siehe Attributbasierte Zugriffskontrolle (ABAC) verwenden im IAM-Benutzerhandbuch.

Weitere Informationen zum Taggen von FSx Amazon-Ressourcen finden Sie unterTaggen Sie lhre

Amazon FSx for Lustre-Ressourcen.

Ein Beispiel fur eine identitatsbasierte Richtlinie zur Einschrankung des Zugriffs auf eine Ressource
auf der Grundlage der Markierungen dieser Ressource finden Sie unter Verwenden von Tags zur

Steuerung des Zugriffs auf Ihre FSx Amazon-Ressourcen.

Temporare Anmeldeinformationen mit Amazon verwenden FSx
Unterstitzt temporare Anmeldeinformationen: Ja

Temporare Anmeldeinformationen ermdglichen kurzfristigen Zugriff auf AWS Ressourcen und werden
automatisch erstellt, wenn Sie einen Verbund verwenden oder die Rollen wechseln. AWS empfiehlt,
temporare Anmeldeinformationen dynamisch zu generieren, anstatt langfristige Zugriffsschlissel zu
verwenden. Weitere Informationen finden Sie unter Temporare Anmeldeinformationen in IAM und
AWS-Services , die mit IAM funktionieren im IAM-Benutzerhandbuch.

Zugriffssitzungen fir Amazon weiterleiten FSx
Unterstitzt Forward Access Sessions (FAS): Ja

Forward Access Sessions (FAS) verwenden die Berechtigungen des Principals, der einen aufruft
AWS-Service, kombiniert mit der Anfrage, Anfragen AWS-Service an nachgelagerte Dienste zu
stellen. Einzelheiten zu den Richtlinien flir FAS-Anforderungen finden Sie unter Zugriffssitzungen

weiterleiten.
Servicerollen fur Amazon FSx

Unterstitzt Servicerollen: Nein

Eine Servicerolle ist eine IAM-Rolle, die ein Service annimmt, um Aktionen in Ihrem Namen
auszufthren. Ein IAM-Administrator kann eine Servicerolle innerhalb von IAM erstellen, andern
und I6schen. Weitere Informationen finden Sie unter Erstellen einer Rolle zum Delegieren von
Berechtigungen an einen AWS-Service im |AM-Benutzerhandbuch.
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/A Warning

Durch das Andern der Berechtigungen fiir eine Servicerolle kann die FSx Amazon-
Funktionalitat beeintrachtigt werden. Bearbeiten Sie Servicerollen nur, FSx wenn Amazon Sie
dazu anleitet.

Servicebezogene Rollen fir Amazon FSx
Unterstitzt serviceverknipfte Rollen: Ja

Eine serviceverknipfte Rolle ist eine Art von Servicerolle, die mit einer verknupft ist. AWS-
Service Der Service kann die Rolle tbernehmen, um eine Aktion in Ihrem Namen auszufuhren.
Dienstbezogene Rollen werden in Ihrem Dienst angezeigt AWS-Konto und gehéren dem Dienst.
Ein IAM-Administrator kann die Berechtigungen flr Service-verknlpfte Rollen anzeigen, aber nicht
bearbeiten.

Weitere Informationen zum Erstellen und Verwalten von Rollen, die mit dem Service von FSx
Amazon verknUpft sind, finden Sie unterVerwenden von serviceverknupften Rollen fir Amazon FSx.

Beispiele fur identitatsbasierte Richtlinien fur Amazon for Lustre FSx

StandardmaRig sind Benutzer und Rollen nicht berechtigt, FSx Amazon-Ressourcen zu erstellen oder
zu andern. Ein IAM-Administrator muss IAM-Richtlinien erstellen, die Benutzern die Berechtigung
erteilen, Aktionen fur die Ressourcen auszufihren, die sie bendtigen.

Informationen dazu, wie Sie unter Verwendung dieser beispielhaften JSON-Richtliniendokumente
eine identitatsbasierte IAM-Richtlinie erstellen, finden Sie unter Erstellen von IAM-Richtlinien
(Konsole) im IAM-Benutzerhandbuch.

Einzelheiten zu den von Amazon definierten Aktionen und Ressourcentypen FSx, einschliellich
des Formats ARNSs flr die einzelnen Ressourcentypen, finden Sie unter Aktionen, Ressourcen und

Bedingungsschlussel fur Amazon FSx for Lustre in der Service Authorization Reference.

Themen

» Best Practices fur Richtlinien

* Verwenden der FSx Amazon-Konsole

» Gewahren der Berechtigung zur Anzeige der eigenen Berechtigungen fur Benutzer
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Best Practices fur Richtlinien

Identitatsbasierte Richtlinien legen fest, ob jemand FSx Amazon-Ressourcen in Ihrem Konto
erstellen, darauf zugreifen oder diese I6schen kann. Dies kann zusatzliche Kosten fur Ihr verursachen
AWS-Konto. Wenn Sie identitatsbasierte Richtlinien erstellen oder bearbeiten, befolgen Sie diese
Richtlinien und Empfehlungen:

 Erste Schritte mit AWS verwalteten Richtlinien und Umstellung auf Berechtigungen mit den
geringsten Rechten — Verwenden Sie die AWS verwalteten Richtlinien, die Berechtigungen fur
viele gadngige Anwendungsfélle gewahren, um damit zu beginnen, lhren Benutzern und Workloads
Berechtigungen zu gewahren. Sie sind in lhrem verfugbar. AWS-Konto Wir empfehlen lhnen,
die Berechtigungen weiter zu reduzieren, indem Sie vom AWS Kunden verwaltete Richtlinien
definieren, die speziell auf Ihre Anwendungsfalle zugeschnitten sind. Weitere Informationen
finden Sie unter Von AWS verwaltete Richtlinien oder Von AWS verwaltete Richtlinien fur

Auftragsfunktionen im IAM-Benutzerhandbuch.

« Anwendung von Berechtigungen mit den geringsten Rechten — Wenn Sie mit IAM-Richtlinien
Berechtigungen festlegen, gewahren Sie nur die Berechtigungen, die fur die Durchfuhrung einer
Aufgabe erforderlich sind. Sie tun dies, indem Sie die Aktionen definieren, die fir bestimmte
Ressourcen unter bestimmten Bedingungen durchgefiuhrt werden kénnen, auch bekannt
als die geringsten Berechtigungen. Weitere Informationen zur Verwendung von IAM zum
Anwenden von Berechtigungen finden Sie unter Richtlinien und Berechtigungen in IAM im I1AM-

Benutzerhandbuch.

* Verwenden von Bedingungen in IAM-Richtlinien zur weiteren Einschréankung des Zugriffs —
Sie kdnnen |hren Richtlinien eine Bedingung hinzufiigen, um den Zugriff auf Aktionen und
Ressourcen zu beschranken. Sie kdnnen beispielsweise eine Richtlinienbedingung schreiben,
um festzulegen, dass alle Anforderungen mithilfe von SSL gesendet werden missen. Sie kdnnen
auch Bedingungen verwenden, um Zugriff auf Serviceaktionen zu gewahren, wenn diese fir einen
bestimmten Zweck verwendet werden AWS-Service, z. CloudFormation B. Weitere Informationen
finden Sie unter IAM-JSON-Richtlinienelemente: Bedingung im IAM-Benutzerhandbuch.

* Verwenden von IAM Access Analyzer zur Validierung |Ihrer IAM-Richtlinien, um sichere
und funktionale Berechtigungen zu gewahrleisten — IAM Access Analyzer validiert neue
und vorhandene Richtlinien, damit die Richtlinien der IAM-Richtliniensprache (JSON)
und den bewahrten IAM-Methoden entsprechen. IAM Access Analyzer stellt mehr als
100 Richtlinienprifungen und umsetzbare Empfehlungen zur Verfugung, damit Sie sichere
und funktionale Richtlinien erstellen kdnnen. Weitere Informationen finden Sie unter
Richtlinienvalidierung mit IAM Access Analyzer im IAM-Benutzerhandbuch.

Beispiele fir identitatsbasierte Richtlinien 338


https://docs.aws.amazon.com/IAM/latest/UserGuide/access_policies_managed-vs-inline.html#aws-managed-policies
https://docs.aws.amazon.com/IAM/latest/UserGuide/access_policies_job-functions.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/access_policies_job-functions.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/access_policies.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/reference_policies_elements_condition.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/access-analyzer-policy-validation.html

FSx fur Lustre Lustre-Benutzerhandbuch

» Multi-Faktor-Authentifizierung (MFA) erforderlich — Wenn Sie ein Szenario haben, das |IAM-
Benutzer oder einen Root-Benutzer in Ihrem System erfordert AWS-Konto, aktivieren Sie MFA fir
zusatzliche Sicherheit. Um MFA beim Aufrufen von API-Vorgangen anzufordern, fligen Sie lhren
Richtlinien MFA-Bedingungen hinzu. Weitere Informationen finden Sie unter Sicherer API-Zugriff
mit MFA im IAM-Benutzerhandbuch.

Weitere Informationen zu bewahrten Methoden in IAM finden Sie unter Best Practices fur die
Sicherheit in IAM im IAM-Benutzerhandbuch.

Verwenden der FSx Amazon-Konsole

Um auf die Amazon FSx for Lustre-Konsole zugreifen zu kdnnen, bendtigen Sie ein Mindestmal} an
Berechtigungen. Diese Berechtigungen mussen es lhnen erméglichen, Details zu den FSx Amazon-
Ressourcen in Ihrem aufzulisten und anzuzeigen AWS-Konto. Wenn Sie eine identitatsbasierte
Richtlinie erstellen, die strenger ist als die mindestens erforderlichen Berechtigungen, funktioniert die
Konsole nicht wie vorgesehen fur Entitaten (Benutzer oder Rollen) mit dieser Richtlinie.

Sie mussen Benutzern, die nur die APl AWS CLI oder die AWS API aufrufen, keine
Mindestberechtigungen fur die Konsole gewahren. Stattdessen sollten Sie nur Zugriff auf die Aktionen
zulassen, die der API-Operation entsprechen, die die Benutzer ausfliihren mdchten.

Um sicherzustellen, dass Benutzer und Rollen die FSx Amazon-Konsole weiterhin verwenden
kénnen, fugen Sie den Entitadten auch die AmazonFSxConsoleReadOnlyAccess AWS verwaltete
Richtlinie hinzu. Weitere Informationen finden Sie unter Hinzufligen von Berechtigungen zu einem
Benutzer im IAM-Benutzerhandbuch.

Sie finden die AmazonFSxConsoleReadOnlyAccess und andere Richtlinien fir Amazon FSx
Managed Services unterAWS verwaltete Richtlinien fur Amazon FSx for Lustre.

Gewahren der Berechtigung zur Anzeige der eigenen Berechtigungen flr Benutzer

In diesem Beispiel wird gezeigt, wie Sie eine Richtlinie erstellen, die IAM-Benutzern die Berechtigung
zum Anzeigen der eingebundenen Richtlinien und verwalteten Richtlinien gewahrt, die ihrer
Benutzeridentitat angefiigt sind. Diese Richtlinie umfasst Berechtigungen zum Ausflihren dieser
Aktion auf der Konsole oder programmgesteuert mithilfe der APl AWS CLI oder AWS .

"Version": "2012-10-17",
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"Statement": [

{
"Sid": "ViewOwnUserInfo",
"Effect": "Allow",
"Action": [
"iam:GetUserPolicy",
"iam:ListGroupsForUser",
"iam:ListAttachedUserPolicies",
"iam:ListUserPolicies",
"iam:GetUser"
1,
"Resource": ["arn:aws:iam::*:user/${aws:usernamel}"]
},
{
"Sid": "NavigateInConsole",
"Effect": "Allow",
"Action": [
"iam:GetGroupPolicy",
"iam:GetPolicyVersion",
"iam:GetPolicy",
"iam:ListAttachedGroupPolicies",
"iam:ListGroupPolicies",
"iam:ListPolicyVersions",
"iam:ListPolicies",
"iam:ListUsers"
1,
"Resource": "*"
}

AWS verwaltete Richtlinien fir Amazon FSx for Lustre

Eine AWS verwaltete Richtlinie ist eine eigenstandige Richtlinie, die von erstellt und verwaltet AWS
wird. AWS Verwaltete Richtlinien dienen dazu, Berechtigungen fiir viele gangige Anwendungsfalle
bereitzustellen, sodass Sie damit beginnen kdnnen, Benutzern, Gruppen und Rollen Berechtigungen
zuzuweisen.

Beachten Sie, dass AWS verwaltete Richtlinien fur Ihre speziellen Anwendungsfalle mdglicherweise
keine Berechtigungen mit den geringsten Rechten gewahren, da sie fur alle AWS Kunden verfugbar
sind. Wir empfehlen Ihnen, die Berechtigungen weiter zu reduzieren, indem Sie vom Kunden
verwaltete Richtlinien definieren, die speziell auf Ihre Anwendungsfalle zugeschnitten sind.
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Sie kénnen die in AWS verwalteten Richtlinien definierten Berechtigungen nicht andern. Wenn die in
einer AWS verwalteten Richtlinie definierten Berechtigungen AWS aktualisiert werden, wirkt sich das
Update auf alle Prinzidentitaten (Benutzer, Gruppen und Rollen) aus, denen die Richtlinie zugeordnet
ist. AWS aktualisiert eine AWS verwaltete Richtlinie hochstwahrscheinlich, wenn eine neue Richtlinie
eingefuhrt AWS-Service wird oder neue API-Operationen fir bestehende Dienste verfigbar werden.

Weitere Informationen finden Sie unter Von AWS verwaltete Richtlinien im IAM-Benutzerhandbuch.

Amazon FSx ServiceRolePolicy

Ermdoglicht Amazon FSx , AWS Ressourcen in lhrem Namen zu verwalten. Weitere Informationen
hierzu finden Sie unter Verwenden von serviceverknupften Rollen fir Amazon FSx.

AWS verwaltete Richtlinie: Amazon FSx DeleteServiceLinkedRoleAccess

Sie kdnnen AmazonFSxDeleteServicelLinkedRoleAccess nicht an lhre IAM-Entitaten
anhangen. Diese Richtlinie ist mit einem Service verknlUpft und wird nur mit der serviceverknipften
Rolle fir diesen Service verwendet. Sie kdnnen diese Richtlinie nicht anhangen, trennen, andern
oder I6schen. Weitere Informationen finden Sie unter Verwenden von serviceverknupften Rollen fur
Amazon FSx.

Diese Richtlinie gewahrt Administratorberechtigungen, die es Amazon FSx erméglichen, seine
Service Linked Role fur den Zugriff auf Amazon S3 zu I6schen, die nur von Amazon FSx for Lustre
verwendet wird.

Details zu Berechtigungen

Diese Richtlinie beinhaltet Berechtigungen, iam die es Amazon ermdglichen, FSx den Léschstatus
fur den Zugriff auf FSx Service Linked Roles for Amazon S3 einzusehen, zu I6schen und einzusehen.

Die Berechtigungen flr diese Richtlinie finden Sie unter Amazon FSx
DeleteServicelLinkedRoleAccess im Referenzhandbuch fur AWS verwaltete Richtlinien.

AWS verwaltete Richtlinie: Amazon FSx FullAccess

Sie kbnnen Amazon FSx FullAccess an lhre IAM-Entitaten anhangen. Amazon FSx verknupft diese
Richtlinie auch mit einer Servicerolle, die es Amazon FSx ermdglicht, Aktionen in Ihrem Namen
durchzuflhren.

Bietet vollen Zugriff auf Amazon FSx und Zugriff auf verwandte AWS Services.

Details zu Berechtigungen
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Diese Richtlinie umfasst die folgenden Berechtigungen.

+ fsx— Ermdglicht Prinzipalen vollen Zugriff auf die Ausfihrung aller FSx Amazon-Aktionen, mit
Ausnahme BypassSnaplockEnterpriseRetention von.

» ds— Ermdglicht Prinzipalen, Informationen Gber die Verzeichnisse einzusehen. Directory Service
* ec2
« Ermdglicht Prinzipalen das Erstellen von Tags unter den angegebenen Bedingungen.

* Um eine erweiterte Sicherheitsgruppenvalidierung aller Sicherheitsgruppen bereitzustellen, die
mit einer VPC verwendet werden kdnnen.

« iam— Ermoglicht Principles, im Namen des Benutzers eine mit Amazon FSx Service verknUpfte
Rolle zu erstellen. Dies ist erforderlich, damit Amazon AWS Ressourcen im Namen des Benutzers
verwalten FSx kann.

« firehose— Ermdglicht Prinzipalen das Schreiben von Datensatzen in eine Amazon Data
Firehose. Dies ist erforderlich, damit Benutzer den Zugriff auf das Windows-Dateiserver-
Dateisystem Uberwachen FSx kénnen, indem sie Audit-Zugriffsprotokolle an Firehose senden.

* logs— Ermoglicht Prinzipalen, Protokollgruppen zu erstellen, Streams zu protokollieren und
Ereignisse in Protokolldatenstrome zu schreiben. Dies ist erforderlich, damit Benutzer den
Zugriff auf das Dateisystem auf dem Windows-Dateiserver iberwachen FSx kénnen, indem sie
CloudWatch Audit-Zugriffsprotokolle an Logs senden.

Die Berechtigungen flr diese Richtlinie finden Sie unter Amazon FSx FullAccess im
Referenzhandbuch fir AWS verwaltete Richtlinien.

AWS verwaltete Richtlinie: Amazon FSx ConsoleFullAccess
Sie kdnnen die AmazonFSxConsoleFullAccess-Richtlinie an lhre IAM-Identitdten anfigen.

Diese Richtlinie gewahrt Administratorberechtigungen, die den vollen Zugriff auf Amazon FSx und
den Zugriff auf verwandte AWS Dienste Uber die ermdglichen AWS-Managementkonsole.

Details zu Berechtigungen

Diese Richtlinie umfasst die folgenden Berechtigungen.

» fsx— Ermdglicht Prinzipalen, alle Aktionen in der FSx Amazon-Managementkonsole auszufiihren,
mit Ausnahme BypassSnaplockEnterpriseRetention von.
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* cloudwatch— Ermdglicht Principals, CloudWatch Alarme und Messwerte in der Amazon FSx
Management Console einzusehen.

» ds— Ermdglicht Prinzipalen, Informationen Uber ein Directory Service Verzeichnis aufzulisten.
* ec2

» Ermdglicht Principals, Tags fur Routing-Tabellen zu erstellen, Netzwerkschnittstellen, Routing-
Tabellen, Sicherheitsgruppen, Subnetze und die einem FSx Amazon-Dateisystem zugeordnete
VPC aufzulisten.

« Ermdglicht Prinzipalen die erweiterte Sicherheitsgruppenvalidierung aller Sicherheitsgruppen, die
mit einer VPC verwendet werden kdnnen.

» Ermdglicht Prinzipalen die Anzeige der Elastic Network-Schnittstellen, die einem FSx Amazon-
Dateisystem zugeordnet sind.

» kms— Ermdglicht Prinzipalen, Aliase fir Schllssel aufzulisten. AWS Key Management Service

+ s3— Ermdglicht Prinzipalen, einige oder alle Objekte in einem Amazon S3 S3-Bucket aufzulisten
(bis zu 1000).

« iam— Erteilt die Erlaubnis, eine serviceverknlpfte Rolle FSx zu erstellen, die es Amazon
ermdglicht, Aktionen im Namen des Benutzers durchzufthren.

Die Berechtigungen fur diese Richtlinie finden Sie unter Amazon FSx ConsoleFullAccess im
Referenzhandbuch fiur AWS verwaltete Richtlinien.

AWS verwaltete Richtlinie: Amazon FSx ConsoleReadOnlyAccess
Sie kdnnen die AmazonFSxConsoleReadOnlyAccess-Richtlinie an Ihre IAM-Identitaten anflugen.

Diese Richtlinie gewahrt Amazon FSx und verwandten AWS Diensten nur Leseberechtigungen,
sodass Benutzer Informationen zu diesen Diensten in der einsehen kénnen. AWS-
Managementkonsole

Details zu Berechtigungen

Diese Richtlinie umfasst die folgenden Berechtigungen.

» fsx— Ermdglicht Prinzipalen, Informationen tiber FSx Amazon-Dateisysteme, einschlief3lich aller
Tags, in der Amazon FSx Management Console einzusehen.

* cloudwatch— Ermdglicht Prinzipalen die Anzeige von CloudWatch Alarmen und Kennzahlen in
der Amazon FSx Management Console.
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» ds— Ermdglicht Principals, Informationen zu einem Directory Service Verzeichnis in der Amazon
FSx Management Console einzusehen.

* ec2

« Ermdglicht Principals, Netzwerkschnittstellen, Sicherheitsgruppen, Subnetze und die einem FSx
Amazon-Dateisystem zugeordnete VPC in der Amazon FSx Management Console einzusehen.

« Ermdglicht Prinzipalen die erweiterte Sicherheitsgruppenvalidierung aller Sicherheitsgruppen, die
mit einer VPC verwendet werden kdnnen.

» Ermdglicht Prinzipalen die Anzeige der Elastic Network-Schnittstellen, die einem FSx Amazon-
Dateisystem zugeordnet sind.

» kms— Ermdglicht Prinzipalen, Aliase fur AWS Key Management Service Schlissel in der Amazon
FSx Management Console einzusehen.

* log— Ermdglicht Principals, die Amazon CloudWatch Logs-Protokollgruppen zu beschreiben,
die dem Konto zugeordnet sind, das die Anfrage gestellt hat. Dies ist erforderlich, damit die
Hauptbenutzer die bestehende Konfiguration fiir die Uberwachung des Dateizugriffs fiir ein
Dateisystem FSx fur Windows-Dateiserver einsehen kénnen.

+ firehose— Ermdglicht Principals, die Amazon Data Firehose-Lieferdatenstréme zu beschreiben,
die dem Konto zugeordnet sind, das die Anfrage gestellt hat. Dies ist erforderlich, damit die
Principals die bestehende Konfiguration fir die Dateizugriffsprifung fir ein Dateisystem FSx flr
Windows-Dateiserver einsehen konnen.

Die Berechtigungen fir diese Richtlinie finden Sie unter Amazon FSx ConsoleReadOnlyAccess im
Referenzhandbuch fir AWS verwaltete Richtlinien.

AWS verwaltete Richtlinie: Amazon FSx ReadOnlyAccess

Sie kénnen die AmazonFSxReadOnlyAccess-Richtlinie an Ihre IAM-Identitdten anfligen.
» fsx— Ermdglicht Prinzipalen, Informationen tiber FSx Amazon-Dateisysteme, einschlief3lich aller
Tags, in der Amazon FSx Management Console einzusehen.

+ ec2— Bereitstellung einer erweiterten Sicherheitsgruppenvalidierung aller Sicherheitsgruppen, die
mit einer VPC verwendet werden kénnen.

Die Berechtigungen fur diese Richtlinie finden Sie unter Amazon FSx ReadOnlyAccess im
Referenzhandbuch fir AWS verwaltete Richtlinien.
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FSx Aktualisierungen der AWS verwalteten Richtlinien durch Amazon

Sehen Sie sich Details zu Aktualisierungen der AWS verwalteten Richtlinien fir Amazon an, FSx
seit dieser Service begonnen hat, diese Anderungen zu verfolgen. Abonnieren Sie den RSS-Feed
auf der Amazon-Seite, um automatische Benachrichtigungen tiber Anderungen an dieser FSx
Dokumentverlauf Seite zu erhalten.

Anderung Beschreibung Datum
Amazon FSx ServiceRo Amazon FSx hat eine neue 22. Juli 2025
lePolicy — Aktualisierung Berechtigung hinzugefugt,

einer bestehenden Richtlinie ec2:AssignIpv6Addr

esses die es Principal

s ermoglicht, Kundennet
zwerkschnittstellen mit einem
AmazonFSx.FileSyst
emId Tag IPv6 Adressen

zuzuweisen.
Amazon FSx ServiceRo Amazon FSx hat eine neue 22. Juli 2025
lePolicy — Aktualisierung Berechtigung hinzugefugt,
einer bestehenden Richtlinie ec2:UnassignIpv6Ad

dresses die es Principals
ermoglicht, IPv6 Adressen von
Kundennetzwerkschnittstelle
n, die Uber ein AmazonFSx
.FileSystemId Tag
verfligen, zuzuweisen.

Amazon FSx ConsoleFu Amazon FSx hat eine neue 25. Juni 2025
lIAccess — Aktualisierung Berechtigung hinzugeflgt,
einer bestehenden Richtlinie fsx:CreateAndAttac

hS3AccessPoint die es
Principals ermdglicht, einen
S3-Zugangspunkt zu erstellen
und ihn an ein FSx Volume
anzuhangen.
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Anderung

Amazon FSx ConsoleFu
lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx ConsoleFu

lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx FullAcces

s — Aktualisierung einer
bestehenden Richtlinie

Amazon FSx FullAcces
s — Aktualisierung einer
bestehenden Richtlinie

Beschreibung

Amazon FSx hat eine neue
Berechtigung hinzugeflgt,
fsx:DescribeS3Acce
ssPointAttachments

die es Principals ermdglicht,
alle S3-Zugangspunkte AWS-
Konto in einem AWS-Region
aufzulisten.

Amazon FSx hat eine neue
Berechtigung hinzugefugt,
fsx:DetachAndDelet
eS3AccessPoint diees
Principals ermdglicht, einen

S3-Zugangspunkt zu I6schen.

Amazon FSx hat eine neue
Berechtigung hinzugefugt,
fsx:CreateAndAttac
hS3AccessPoint
Principals ermdglicht, einen
S3-Zugangspunkt zu erstellen
und ihn an ein FSx Volume

die es

anzuhangen.

Amazon FSx hat eine neue
Berechtigung hinzugeflgt,
fsx:DescribeS3Acce
ssPointAttachments

die es Principals ermoglicht,
alle S3-Zugangspunkte AWS-
Konto in einem AWS-Region
aufzulisten.

Datum

25. Juni 2025

25. Juni 2025

25. Juni 2025

25. Juni 2025
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Anderung

Amazon FSx FullAcces
s — Aktualisierung einer
bestehenden Richtlinie

Amazon FSx ConsoleRe

adOnlyAccess — Aktualisi

erung einer bestehenden
Richtlinie

Amazon FSx ConsoleFu

lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx ServiceRo

lePolicy — Aktualisierung
einer bestehenden Richtlinie

Beschreibung

Amazon FSx hat eine neue
Berechtigung hinzugeflgt,
fsx:DetachAndDelet
eS3AccessPoint diees
Principals ermdglicht, einen

S3-Zugangspunkt zu I6schen.

Amazon FSx hat eine neue
Berechtigung hinzugeflgt,
ec2:DescribeNetwor
kInterfaces diees
Principals ermdglicht, die mit
ihrem Dateisystem verknupft
en Elastic Network-Schnittste

llen einzusehen.

Amazon FSx hat eine neue
Berechtigung hinzugefugt,
ec2:DescribeNetwor
kInterfaces diees
Principals ermdglicht, die mit
ihrem Dateisystem verknupft
en Elastic Network-Schnittste

llen einzusehen.

Amazon FSx hat eine neue
Berechtigung hinzugeflgt,
ec2:GetSecurityGro
upsForVpc die es Principal
s ermdglicht, eine erweiterte
Sicherheitsgruppenvalidieru
ng aller Sicherheitsgruppen
vorzunehmen, die mit einer
VPC verwendet werden
konnen.

Datum

25. Juni 2025

25. Februar 2025

07. Februar 2025

9. Januar 2024
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Anderung

Amazon FSx ReadOnlyA
ccess — Aktualisierung einer
bestehenden Richtlinie

Amazon FSx ConsoleRe

adOnlyAccess — Aktualisi

erung einer bestehenden
Richtlinie

Amazon FSx FullAcces

s — Aktualisierung einer
bestehenden Richtlinie

Beschreibung

Amazon FSx hat eine neue
Berechtigung hinzugeflgt,
ec2:GetSecurityGro
upsForVpc die es Principal
s ermoglicht, eine erweiterte
Sicherheitsgruppenvalidieru
ng aller Sicherheitsgruppen
vorzunehmen, die mit einer
VPC verwendet werden

konnen.

Amazon FSx hat eine neue
Berechtigung hinzugefugt,
ec2:GetSecurityGro
upsForVpc die es Principal
s ermdglicht, eine erweiterte
Sicherheitsgruppenvalidieru
ng aller Sicherheitsgruppen
vorzunehmen, die mit einer
VPC verwendet werden

konnen.

Amazon FSx hat eine neue
Berechtigung hinzugefugt,
ec2:GetSecurityGro
upsForVpc die es Principal
s ermdoglicht, eine erweiterte
Sicherheitsgruppenvalidieru
ng aller Sicherheitsgruppen
vorzunehmen, die mit einer
VPC verwendet werden
konnen.

Datum

9. Januar 2024

9. Januar 2024

9. Januar 2024
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Anderung

Amazon FSx ConsoleFu
lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx FullAcces

s — Aktualisierung einer
bestehenden Richtlinie

Amazon FSx ConsoleFu

lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx FullAcces

s — Aktualisierung einer
bestehenden Richtlinie

Beschreibung

Amazon FSx hat eine neue
Berechtigung hinzugefugt,
ec2:GetSecurityGro
upsForVpc die es Principal
s ermoglicht, eine erweiterte
Sicherheitsgruppenvalidieru
ng aller Sicherheitsgruppen
vorzunehmen, die mit einer
VPC verwendet werden

konnen.

Amazon FSx hat eine neue
Berechtigung hinzugefugt,
die es Benutzern ermdglich

t, regionsubergreifende und
kontoubergreifende Datenrepl
ikation FSx fur OpenZFS-D
ateisysteme durchzufihren.

Amazon FSx hat eine neue
Berechtigung hinzugefugt,
die es Benutzern ermdglich

t, regionsubergreifende und
kontoubergreifende Datenrepl
ikation FSx fur OpenZFS-D
ateisysteme durchzufthren.

Amazon FSx hat eine neue
Berechtigung hinzugefugt, um
Benutzern die On-Demand-
Replikation von Volumes FSx
fur OpenZFS-Dateisysteme zu
ermoglichen.

Datum

9. Januar 2024

20. Dezember 2023

20. Dezember 2023

26. November 2023
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Anderung

Amazon FSx ConsoleFu

lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx FullAcces
s — Aktualisierung einer
bestehenden Richtlinie

Amazon FSx ConsoleFu
lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx FullAcces
s — Aktualisierung einer
bestehenden Richtlinie

Beschreibung

Amazon FSx hat eine neue
Berechtigung hinzugefligt, um
Benutzern die On-Demand-
Replikation von Volumes FSx
fir OpenZFS-Dateisysteme zu
ermaoglichen.

Amazon FSx hat neue
Berechtigungen hinzugefi
gt, mit denen Benutzer die
gemeinsame VPC-Unter
stitzung FSx fur ONTAP
Multi-AZ-Dateisysteme
anzeigen, aktivieren und
deaktivieren kdnnen.

Amazon FSx hat neue
Berechtigungen hinzugefu
gt, mit denen Benutzer die
gemeinsame VPC-Unter
stitzung FSx fur ONTAP
Multi-AZ-Dateisysteme
anzeigen, aktivieren und
deaktivieren kénnen.

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
die es Amazon FSx ermoglich
en, Netzwerkkonfigurationen
FSx fur OpenZFS Multi-AZ-
Dateisysteme zu verwalten.

Datum

26. November 2023

14. November 2023

14. November 2023

9. August 2023
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Anderung

AWS verwaltete Richtlini
e: Amazon FSx ServiceRo

lePolicy — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx FullAcces

s — Aktualisierung einer
bestehenden Richtlinie

Amazon FSx ConsoleFu
lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx ConsoleRe
adOnlyAccess — Aktualisi
erung einer bestehenden
Richtlinie

Beschreibung

Amazon hat die bestehend

e cloudwatch:PutMetr
icData Berechtigung FSx
geandert, sodass Amazon
CloudWatch Metriken im AWS/
FSx Namespace FSx veroffent
licht.

Amazon hat die Richtlinie FSx
aktualisiert, um die fsx:*
Genehmigung zu entfernen
und bestimmte fsx Aktionen
hinzuzuflgen.

Amazon hat die Richtlinie FSx
aktualisiert, um die fsx:*
Genehmigung zu entfernen
und bestimmte fsx Aktionen
hinzuzufligen.

Amazon FSx hat neue
Berechtigungen hinzugefi
gt, damit Benutzer erweitert
e Leistungskennzahlen und
Handlungsempfehlungen
FSx fur Windows File Server-
Dateisysteme in der FSx
Amazon-Konsole einsehen
konnen.

Datum

24. Juli 2023

13. Juli 2023

13. Juli 2023

21. September 2022
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Anderung

Amazon FSx ConsoleFu
lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx ReadOnlyAccess

— Richtlinien zur Sendungsv
erfolgung gestartet

Amazon FSx DeleteSer

viceLinkedRoleAccess —
Richtlinien zur Sendungsv
erfolgung gestartet

Amazon FSx ServiceRo
lePolicy — Aktualisierung
einer bestehenden Richtlinie

Beschreibung

Amazon FSx hat neue
Berechtigungen hinzugefi
gt, damit Benutzer erweitert
e Leistungskennzahlen und
Handlungsempfehlungen
FSx fur Windows File Server-
Dateisysteme in der FSx
Amazon-Konsole einsehen
konnen.

Diese Richtlinie gewahrt
Lesezugriff auf alle FSx
Amazon-Ressourcen und alle
damit verbundenen Tags.

Diese Richtlinie gewahrt
Administratorberechtigungen,
die es Amazon FSx ermoglich
en, seine Service Linked Role
fur den Zugriff auf Amazon S3
zu léschen.

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
die es Amazon FSx erméglich
en, Netzwerkkonfigurationen
fur Amazon FSx fur NetApp
ONTAP-Dateisysteme zu
verwalten.

Datum

21. September 2022

4. Februar 2022

7. Januar 2022

2. September 2021
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Anderung

Amazon FSx FullAcces
s — Aktualisierung einer
bestehenden Richtlinie

Amazon FSx ConsoleFu
lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx ConsoleFu
lIAccess — Aktualisierung
einer bestehenden Richtlinie

Beschreibung

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
die es Amazon ermdglichen
FSx, Tags in EC2 Routing-
Tabellen fur Anrufe mit
eingeschranktem Geltungsb
ereich zu erstellen.

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
damit Amazon FSx Multi-AZ-
Dateisysteme von Amazon
FSx for NetApp ONTAP
erstellen kann.

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
die es Amazon ermoglichen
FSx , Tags in EC2 Routing-
Tabellen fur Anrufe mit
eingeschranktem Geltungsb
ereich zu erstellen.

Datum

2. September 2021

2. September 2021

2. September 2021
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Anderung

Amazon FSx ServiceRo
lePolicy — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx ServiceRo
lePolicy — Aktualisierung
einer bestehenden Richtlinie

Beschreibung

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
die es Amazon ermdglichen,
CloudWatch Log-Streams FSx
zu beschreiben und in sie zu
schreiben.

Dies ist erforderlich, damit
Benutzer mithilfe CloudWatch
von Logs Audit-Logs Dateizugr
iffs-Audit-Logs FSx flr
Windows-Dateiserver-Dateisy
steme einsehen kénnen.

Amazon FSx hat neue
Berechtigungen hinzugefi
gt, FSx damit Amazon Data
Firehose-Lieferstreams
beschreiben und in sie
schreiben kann.

Dies ist erforderlich, damit
Benutzer die Dateizugriffs-
Audit-Logs fur ein Dateisystem
FSx fir Windows File Server
mithilfe von Amazon Data
Firehose einsehen kdnnen.

Datum

8. Juni 2021

8. Juni 2021
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Anderung

Amazon FSx FullAcces
s — Aktualisierung einer
bestehenden Richtlinie

Amazon FSx FullAcces
s — Aktualisierung einer
bestehenden Richtlinie

Beschreibung

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
die es Prinzipalen ermdglich
en, CloudWatch Log-Log-G
ruppen und Log-Streams zu
beschreiben und zu erstellen
und Ereignisse in Log-Streams
zu schreiben.

Dies ist erforderlich, damit
Prinzipale mithilfe CloudWatc
h von Protokollen die Auditprot
okolle fir Dateizugriffe FSx fur
Windows-Dateiserver-Dateisy
steme einsehen kénnen.

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
die es Prinzipalen ermdglich
en, Datensatze zu beschreib
en und in eine Amazon Data
Firehose zu schreiben.

Dies ist erforderlich, damit
Benutzer die Dateizugriffs-
Audit-Logs fur ein Dateisystem
FSx fir Windows File Server
mithilfe von Amazon Data
Firehose einsehen kdnnen.

Datum

8. Juni 2021

8. Juni 2021
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Anderung

Amazon FSx ConsoleFu
lIAccess — Aktualisierung
einer bestehenden Richtlinie

Amazon FSx ConsoleFu

lIAccess — Aktualisierung
einer bestehenden Richtlinie

Beschreibung

Amazon FSx hat neue
Berechtigungen hinzugefi
gt, damit Principals die
Amazon CloudWatch Logs-
Protokollgruppen beschreib
en konnen, die dem Konto
zugeordnet sind, das die
Anfrage gestellt hat.

Dies ist erforderlich, damit
Principals bei der Konfigura
tion der Dateizugriffsiiberw
achung fir ein Dateisystem
FSx fur Windows-Dateiserve
r eine bestehende CloudWatc
h Logs-Protokollgruppe
auswahlen kdnnen.

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
damit Principals die Amazon
Data Firehose-Lieferstrome
beschreiben kdnnen, die mit
dem Konto verknUpft sind, das
die Anfrage gestellt hat.

Dies ist erforderlich, damit
Principals bei der Konfigura
tion der Dateizugriffsiiberw
achung fir ein Dateisystem
FSx fir Windows File Server
einen vorhandenen Firehose-
Lieferstream auswahlen
konnen.

Datum

8. Juni 2021

8. Juni 2021
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Anderung

Amazon FSx ConsoleRe
adOnlyAccess — Aktualisi
erung einer bestehenden
Richtlinie

Amazon FSx ConsoleRe
adOnlyAccess — Aktualisi
erung einer bestehenden
Richtlinie

Amazon FSx hat begonnen,
Anderungen zu verfolgen

Beschreibung

Amazon FSx hat neue
Berechtigungen hinzugefi
gt, damit Principals die
Amazon CloudWatch Logs-
Protokollgruppen beschreib
en konnen, die dem Konto
zugeordnet sind, das die
Anfrage gestellt hat.

Dies ist erforderlich, damit die
Hauptbenutzer die bestehende
Konfiguration fir die Dateizugr
iffsprifung fur ein Dateisystem
FSx fur Windows-Dateiserver
einsehen konnen.

Amazon FSx hat neue
Berechtigungen hinzugeflgt,
damit Principals die Amazon
Data Firehose-Lieferstrome
beschreiben kdnnen, die mit
dem Konto verknUpft sind, das
die Anfrage gestellt hat.

Dies ist erforderlich, damit die
Hauptbenutzer die bestehende
Konfiguration fir die Dateizugr
iffsprifung fur ein Dateisystem
FSx fur Windows-Dateiserver
einsehen kdnnen.

Amazon FSx hat damit
begonnen, Anderungen an
seinen AWS verwalteten
Richtlinien nachzuverfolgen.

Datum

8. Juni 2021

8. Juni 2021

8. Juni 2021
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Fehlerbehebung bei Identitat und Zugriff auf Amazon FSx for Lustre

Verwenden Sie die folgenden Informationen, um haufig auftretende Probleme zu diagnostizieren und
zu beheben, die bei der Arbeit mit Amazon FSx und IAM auftreten kénnen.

Themen

« Ich bin nicht berechtigt, eine Aktion in Amazon durchzuflihren FSx

« Ich bin nicht berechtigt, iam durchzuflihren: PassRole

 Ich méchte Personen aulderhalb von mir den Zugriff AWS-Konto auf meine FSx Amazon-

Ressourcen ermoglichen

Ich bin nicht berechtigt, eine Aktion in Amazon durchzufihren FSx

Wenn Sie eine Fehlermeldung erhalten, dass Sie nicht zur Durchfiihrung einer Aktion berechtigt sind,
mussen lhre Richtlinien aktualisiert werden, damit Sie die Aktion durchfiihren kénnen.

Der folgende Beispielfehler tritt auf, wenn der IAM-Benutzer mateojackson versucht, Gber die
Konsole Details zu einer fiktiven my-example-widget-Ressource anzuzeigen, jedoch nicht tiber
fsx:GetWidget-Berechtigungen verflgt.

User: arn:aws:iam::123456789012:user/mateojackson is not authorized to perform:
fsx:GetWidget on resource: my-example-widget

In diesem Fall muss die Richtlinie fir den Benutzer mateojackson aktualisiert werden, damit er mit
der fsx: GetWidget-Aktion auf die my-example-widget-Ressource zugreifen kann.

Wenn Sie Hilfe bendétigen, wenden Sie sich an lhren AWS Administrator. Ihr Administrator hat Ilhnen
Ihre Anmeldeinformationen zur Verfligung gestellit.

Ich bin nicht berechtigt, iam durchzufihren: PassRole

Wenn Sie eine Fehlermeldung erhalten, dass Sie nicht berechtigt sind, die iam: PassRole Aktion
durchzufihren, massen lhre Richtlinien aktualisiert werden, damit Sie eine Rolle an Amazon
weitergeben kénnen FSx.

Einige AWS-Services ermdglichen es lhnen, eine bestehende Rolle an diesen Service zu Ubergeben,
anstatt eine neue Servicerolle oder eine dienstbezogene Rolle zu erstellen. Hierzu bendtigen Sie
Berechtigungen fiir die Ubergabe der Rolle an den Dienst.
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Der folgende Beispielfehler tritt auf, wenn ein IAM-Benutzer mit dem Namen marymajor versucht,
die Konsole zu verwenden, um eine Aktion in Amazon FSx auszufthren. Die Aktion erfordert jedoch,
dass der Service Uber Berechtigungen verfigt, die durch eine Servicerolle gewahrt werden. Mary
besitzt keine Berechtigungen fiir die Ubergabe der Rolle an den Dienst.

User: arn:aws:iam::123456789012:user/marymajor is not authorized to perform:
iam:PassRole

In diesem Fall missen die Richtlinien von Mary aktualisiert werden, um die Aktion iam:PassRole
ausfuhren zu konnen.

Wenn Sie Hilfe bendétigen, wenden Sie sich an lhren AWS Administrator. Ihr Administrator hat lhnen
Ihre Anmeldeinformationen zur Verfligung gestellit.

Ich méchte Personen aulierhalb von mir den Zugriff AWS-Konto auf meine FSx
Amazon-Ressourcen ermoglichen

Sie kénnen eine Rolle erstellen, mit der Benutzer in anderen Konten oder Personen aulerhalb lhrer
Organisation auf lhre Ressourcen zugreifen kénnen. Sie kénnen festlegen, wem die Ubernahme
der Rolle anvertraut wird. Fir Dienste, die ressourcenbasierte Richtlinien oder Zugriffskontrolllisten
(ACLs) unterstitzen, kbnnen Sie diese Richtlinien verwenden, um Personen Zugriff auf lhre
Ressourcen zu gewahren.

Weitere Informationen dazu finden Sie hier:

+ Informationen dartber, ob Amazon diese Funktionen FSx unterstitzt, finden Sie unterSo
funktioniert Amazon FSx for Lustre mit IAM.

+ Informationen dazu, wie Sie Zugriff auf Ihre Ressourcen gewahren kdnnen, AWS-Konten die
Ihnen gehdren, finden Sie im IAM-Benutzerhandbuch unter Bereitstellen von Zugriff fur einen |IAM-

Benutzer in einem anderen AWS-Konto , den Sie besitzen.

* Informationen dazu, wie Sie Dritten Zugriff auf Ihre Ressourcen gewéahren kdnnen AWS-Konten,
finden Sie AWS-Konten im IAM-Benutzerhandbuch unter Gewahren des Zugriffs fur Dritte.

+ Informationen dazu, wie Sie Uber einen ldentitdtsverbund Zugriff gewahren, finden Sie
unter Gewahren von Zugriff flr extern authentifizierte Benutzer (Identitatsverbund) im IAM-

Benutzerhandbuch.

 Informationen zum Unterschied zwischen der Verwendung von Rollen und ressourcenbasierten
Richtlinien fur den kontoubergreifenden Zugriff finden Sie unter Kontoubergreifender

Ressourcenzugriff in IAM im IAM-Benutzerhandbuch.
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Verwenden von Tags mit Amazon FSx

Sie kénnen Tags verwenden, um den Zugriff auf FSx Amazon-Ressourcen zu kontrollieren und die
attributebasierte Zugriffskontrolle (ABAC) zu implementieren. Um wahrend der Erstellung Tags auf
FSx Amazon-Ressourcen anzuwenden, missen Benutzer tGber bestimmte AWS Identity and Access
Management (IAM-) Berechtigungen verfligen.

Erteilen der Berechtigung zum Markieren von Ressourcen wahrend der Erstellung

Bei einigen ressourcenschaffenden Amazon FSx for Lustre-API-Aktionen kdnnen Sie Tags
angeben, wenn Sie die Ressource erstellen. Sie kdnnen diese Ressourcen-Tags verwenden, um die
attributebasierte Zugriffskontrolle (ABAC) zu implementieren. Weitere Informationen finden Sie unter
Wozu dient ABAC? AWS im IAM-Benutzerhandbuch.

Damit Benutzer Ressourcen bei der Erstellung taggen kdnnen, missen sie Uber die

Berechtigung verflgen, die Aktion zu verwenden, mit der die Ressource erstellt wurde, z. B.
fsx:CreateFileSystem Wenn bei der Aktion zur Erstellung von Ressourcen Tags angegeben
werden, fuhrt IAM eine zuséatzliche Autorisierung fir die fsx: TagResource Aktion durch, um zu
Uberprufen, ob Benutzer berechtigt sind, Tags zu erstellen. Daher benétigen die Benutzer auRerdem
die expliziten Berechtigungen zum Verwenden der fsx: TagResource-Aktion.

Die folgende Beispielrichtlinie ermdglicht es Benutzern, Dateisysteme zu erstellen und ihnen wahrend
der Erstellung Tags zuzuweisen. AWS-Konto

{
"Statement": [
{

"Effect": "Allow",

"Action": [
"fsx:CreateFileSystem",
"fsx:TagResource"

1,

"Resource": [
"arn:aws:fsx:region:account-id:file-system/*"
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In &hnlicher Weise ermdglicht die folgende Richtlinie Benutzern, Backups auf einem bestimmten
Dateisystem zu erstellen und wahrend der Backup-Erstellung beliebige Tags auf die Sicherung

anzuwenden.
{
"Statement": [
{
"Effect": "Allow",
"Action": [
"fsx:CreateBackup"
1,
"Resource": "arn:aws:fsx:region:account-id:file-system/file-system-id*"
},
{
"Effect": "Allow",
"Action": [
"fsx:TagResource"
1)
"Resource": "arn:aws:fsx:region:account-id:backup/*"
}

Die fsx:TagResource Aktion wird nur ausgewertet, wenn wahrend der Aktion zur Erstellung
der Ressource Tags angewendet werden. Daher bendtigt ein Benutzer, der berechtigt ist, eine
Ressource zu erstellen (vorausgesetzt, es gibt keine Tagging-Bedingungen), keine Erlaubnis,
die fsx:TagResource Aktion zu verwenden, wenn in der Anforderung keine Tags angegeben
sind. Wenn der Benutzer allerdings versucht, eine Ressource mit Tags zu erstellen, schlagt die
Anforderung fehl, wenn der Benutzer nicht Gber die Berechtigungen fiir die fsx: TagResource-
Aktion verflgt.

Weitere Informationen zum Taggen von FSx Amazon-Ressourcen finden Sie unterTaggen Sie lhre

Amazon FSx for Lustre-Ressourcen. Weitere Informationen zur Verwendung von Tags zur Steuerung

des Zugriffs auf Amazon FSx for Lustre-Ressourcen finden Sie unterVerwenden von Tags zur

Steuerung des Zugriffs auf Ihre FSx Amazon-Ressourcen.

Verwenden von Tags zur Steuerung des Zugriffs auf Ihre FSx Amazon-Ressourcen

Um den Zugriff auf FSx Amazon-Ressourcen und -Aktionen zu kontrollieren, kdnnen Sie IAM-
Richtlinien verwenden, die auf Tags basieren. Sie kdnnen diese Kontrolle auf zwei Arten ausuben:
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» Sie kdénnen den Zugriff auf FSx Amazon-Ressourcen anhand der Tags auf diesen Ressourcen
steuern.

» Sie kdnnen steuern, welche Tags in einer IAM-Anforderungsbedingung tibergeben werden kénnen.

Informationen zur Verwendung von Tags zur Steuerung des Zugriffs auf AWS Ressourcen finden Sie
unter Steuern des Zugriffs mithilfe von Tags im IAM-Benutzerhandbuch. Weitere Informationen zum
Taggen von FSx Amazon-Ressourcen bei der Erstellung finden Sie unterErteilen der Berechtigung
zum Markieren von Ressourcen wahrend der Erstellung. Weitere Informationen Gber das Markieren
von -Ressourcen mit Tags finden Sie unter Taggen Sie Ihre Amazon FSx for Lustre-Ressourcen.

Bestimmung des Zugriffs auf Ressourcen basierend auf Tags

Um zu kontrollieren, welche Aktionen ein Benutzer oder eine Rolle an einer FSx Amazon-Ressource
ausfuhren kann, kénnen Sie Tags flir die Ressource verwenden. So kdnnen Sie beispielsweise
bestimmte API-Vorgange fir eine Dateisystemressource auf der Grundlage des Schlissel-Wert-
Paares des Tags der Ressource zulassen oder verbieten.

Example Beispielrichtlinie — Erstellen Sie ein Dateisystem, auf dem Sie ein bestimmtes Tag angeben

Diese Richtlinie ermoglicht es dem Benutzer, ein Dateisystem nur dann zu erstellen, wenn er es mit
einem bestimmten Tag-Schlissel-Wert-Paar kennzeichnet, in diesem Beispielkey=Department,
value=Finance.

"Effect": "Allow",
"Action": [

"fsx:CreateFileSystem",

"fsx:TagResource"
1,
"Resource": "arn:aws:fsx:region:account-id:file-system/*",
"Condition": {

"StringEquals": {

"aws:RequestTag/Department": "Finance"
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Example Beispielrichtlinie — Erstellen Sie Backups nur auf Dateisystemen mit einem bestimmten Tag

Diese Richtlinie erméglicht es Benutzern, Backups nur auf Dateisystemen zu erstellen, die mit dem
Schllssel-Wert-Paar gekennzeichnet sindkey=Department, value=Finance, und das Backup

wird mit dem Tag erstelltDeparment=Finance.

JSON

"Version":"2012-10-17",
"Statement": [

{
{
Y,
{
}
1
}

"Effect": "Allow",
"Action": [

"fsx:CreateBackup"
1,
"Resource": "arn:aws:fsx:us-east-1:111122223333:file-system/*",
"Condition": {

"StringEquals": {

"aws:ResourceTag/Department": "Finance"

"Effect": "Allow",
"Action": [

"fsx:TagResource",

"fsx:CreateBackup"
]I
"Resource": "arn:aws:fsx:us-east-1:111122223333:backup/*",
"Condition": {

"StringEquals": {

"aws :RequestTag/Department": "Finance"
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Example Beispielrichtlinie — Erstellen Sie ein Dateisystem mit einem bestimmten Tag aus Backups

mit einem bestimmten Tag

Diese Richtlinie ermdglicht es Benutzern, Dateisysteme, die mit gekennzeichnet

sind, Department=Finance nur aus Backups zu erstellen, die mit gekennzeichnet

sindDepartment=Finance.

JSON

"Version":"2012-10-17",
"Statement": [

{
{
},
{
}
1
}

"Effect": "Allow",
"Action": [

"fsx:CreateFileSystemFromBackup",

"fsx:TagResource"
]I
"Resource": "arn:aws:fsx:us-east-1:111122223333:file-system/*",
"Condition": {

"StringEquals": {

"aws:RequestTag/Department": "Finance"

"Effect": "Allow",
"Action": [

"fsx:CreateFileSystemFromBackup"
]I
"Resource": "arn:aws:fsx:us-east-1:111122223333:backup/*",
"Condition": {

"StringEquals": {

"aws :ResourceTag/Department”: "Finance"
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Example Beispielrichtlinie — Dateisysteme mit bestimmten Tags I6schen

Diese Richtlinie ermdglicht es einem Benutzer, nur Dateisysteme zu I6schen, die mit gekennzeichnet
sindDepartment=Finance. Wenn sie ein letztes Backup erstellen, muss es mit gekennzeichnet
werdenDepartment=Finance. FSx Fir Lustre-Dateisysteme bendtigen Benutzer das Recht,
fsx:CreateBackup das endgiiltige Backup zu erstellen.

JSON

"Version":"2012-10-17",
"Statement": [

{
{
},
{
}
1
}

"Effect": "Allow",
"Action": [

"fsx:DeleteFileSystem"
]I
"Resource": "arn:aws:fsx:us-east-1:111122223333:file-system/*",
"Condition": {

"StringEquals": {

"aws:ResourceTag/Department”: "Finance"

"Effect": "Allow",
"Action": [

"fsx:CreateBackup",

"fsx:TagResource"
1,
"Resource": "arn:aws:fsx:us-east-1:111122223333:backup/*",
"Condition": {

"StringEquals": {

"aws:RequestTag/Department"”: "Finance"
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Example Beispielrichtlinie — Erstellen Sie Datenrepository-Aufgaben auf Dateisystemen mit einem

bestimmten Tag

Diese Richtlinie ermoéglicht es Benutzern, Datenrepository-Aufgaben zu erstellen, die mit
markiert sindDepartment=Finance, und nur auf Dateisystemen, die mit gekennzeichnet
sindDepartment=Finance.

JSON

"Version":"2012-10-17",
"Statement": [

{
{
Y,
{
}
1
}

"Effect": "Allow",
"Action": [

"fsx:CreateDataRepositoryTask"
1,
"Resource": "arn:aws:fsx:us-east-1:111122223333:file-system/*",
"Condition": {

"StringEquals": {

"aws:ResourceTag/Department": "Finance"

"Effect": "Allow",
"Action": [

"fsx:CreateDataRepositoryTask",

"fsx:TagResource"
]I
"Resource": "arn:aws:fsx:us-east-1:111122223333:task/*",
"Condition": {

"StringEquals": {

"aws :RequestTag/Department": "Finance"
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Verwenden von serviceverknipften Rollen fur Amazon FSx

Amazon FSx verwendet AWS ldentity and Access Management (IAM) serviceverknupfte Rollen. Eine
serviceverknlpfte Rolle ist eine einzigartige Art von IAM-Rolle, die direkt mit Amazon verknupft ist.
FSx Servicebezogene Rollen sind von Amazon vordefiniert FSx und beinhalten alle Berechtigungen,
die der Service bendtigt, um andere AWS Dienste in Inrem Namen aufzurufen.

Eine serviceverknipfte Rolle FSx erleichtert die Einrichtung von Amazon, da Sie die erforderlichen
Berechtigungen nicht manuell hinzufiigen missen. Amazon FSx definiert die Berechtigungen seiner
serviceverknUpften Rollen, und sofern nicht anders definiert, FSx kann nur Amazon seine Rollen
Uubernehmen. Die definierten Berechtigungen umfassen die Vertrauens- und Berechtigungsrichtlinie.
Diese Berechtigungsrichtlinie kann keinen anderen IAM-Entitaten zugewiesen werden.

Sie kénnen eine serviceverknlipfte Rolle erst [6schen, nachdem ihre verwandten Ressourcen
geléscht wurden. Dies schitzt lnre FSx Amazon-Ressourcen, da Sie die Zugriffsberechtigung fir die
Ressourcen nicht versehentlich entziehen konnen.

Informationen zu anderen Services, die serviceverknlpfte Rollen unterstitzen, finden Sie unter AWS
Services, die mit IAM funktionieren. Suchen Sie dort in der Spalte Service-verkntipfte Rollen nach
den Services, fur die Ja steht. Wahlen Sie Uber einen Link Ja aus, um die Dokumentation zu einer
serviceverknlpften Rolle fir diesen Service anzuzeigen.

Servicebezogene Rollenberechtigungen flir Amazon FSx

Amazon FSx verwendet zwei mit Services verknupfte
RollenAWSServiceRoleForFSxS3Access_fs-01234567890, die benannt sind
AwWSServiceRoleForAmazonFSx und bestimmte Aktionen in Ihrem Konto ausfiihren. Beispiele
fur diese Aktionen sind die Erstellung elastischer Netzwerkschnittstellen fur Ihre Dateisysteme

in lhrer VPC und der Zugriff auf Ihr Daten-Repository in einem Amazon S3 S3-Bucket. Denn
AWSServiceRoleForFSxS3Access_fs-01234567890 diese serviceverknlpfte Rolle wird flr
jedes Amazon FSx for Lustre-Dateisystem erstellt, das Sie erstellen und das mit einem S3-Bucket
verknupft ist.

AWSServiceRoleForAmazonFSx Einzelheiten zu den Berechtigungen

Denn AWSServiceRoleForAmazonFSx die Rollenberechtigungsrichtlinie ermdglicht es Amazon
FSx , die folgenden administrativen Aktionen im Namen des Benutzers fur alle zutreffenden AWS
Ressourcen durchzufuhren:

Aktualisierungen dieser Richtlinie finden Sie unter Amazon FSx ServiceRolePolicy.
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® Note

Das AWSService RoleForAmazon FSx wird von allen FSx Amazon-Dateisystemtypen
verwendet; einige der aufgelisteten Berechtigungen gelten nicht FSx fir Lustre.

* ds— Ermdglicht Amazon, Anwendungen FSx in lhrem Verzeichnis einzusehen, zu autorisieren und
deren Autorisierung aufzuheben. Directory Service

* ec2— Ermoglicht Amazon FSx , Folgendes zu tun:

* Netzwerkschnittstellen, die mit einem FSx Amazon-Dateisystem verknupft sind, anzeigen,
erstellen und deren Zuordnung aufheben.

+ Zeigen Sie eine oder mehrere Elastic IP-Adressen an, die mit einem FSx Amazon-Dateisystem
verknUpft sind.

» Sehen Sie sich Amazon VPCs, Sicherheitsgruppen und Subnetze an, die mit einem FSx
Amazon-Dateisystem verknupft sind.

» Weisen Sie den Netzwerkschnittstellen von Kunden, die tiber ein AmazonFSx.FileSystemlId
Tag verfugen, IPv6 Adressen zu.

» Hebt die Zuweisung von IPv6 Adressen zu Netzwerkschnittstellen von Kunden auf, die tGber ein
AmazonFSx.FileSystemId Tag verfigen.

* Um eine erweiterte Sicherheitsgruppenvalidierung aller Sicherheitsgruppen bereitzustellen, die
mit einer VPC verwendet werden kénnen.

 Erstellen Sie eine Berechtigung flr einen AWS-autorisierten Benutzer, bestimmte Operationen
an einer Netzwerkschnittstelle auszufihren.

* cloudwatch— Ermdglicht Amazon FSx , metrische Datenpunkte CloudWatch unter dem FSx
Namespace AWS/zu veréffentlichen.

+ route53— Erméglicht Amazon FSx , eine Amazon-VPC mit einer privaten gehosteten Zone zu
verknupfen.

* logs— Ermoglicht Amazon FSx , CloudWatch Log-Streams zu beschreiben und in sie zu
schreiben. Auf diese Weise kdnnen Benutzer Auditprotokolle fur den Dateizugriff auf ein
Dateisystem FSx fur Windows-Dateiserver an einen CloudWatch Logs-Stream senden.

« firehose— Ermdglicht Amazon FSx , Amazon Data Firehose-Lieferstreams zu beschreiben
und in sie zu schreiben. Auf diese Weise kdnnen Benutzer die Dateizugriffs-Audit-Logs fur
ein Dateisystem FSx fir Windows File Server in einem Amazon Data Firehose-Lieferstream
veroffentlichen.
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JSON

"Version":"2012-10-17",
"Statement": [

{
"Sid": "CreateFileSystem",
"Effect": "Allow",
"Action": [
"ds:AuthorizeApplication",
"ds:GetAuthorizedApplicationDetails",
"ds:UnauthorizeApplication"”,
"ec2:CreateNetworkInterface",
"ec2:CreateNetworkInterfacePermission",
"ec2:DeleteNetworkInterface",
"ec2:DescribeAddresses",
"ec2:DescribeDhcpOptions"”,
"ec2:DescribeNetworkIntexfaces”,
"ec2:DescribeRouteTables",
"ec2:DescribeSecurityGroups",
"ec2:DescribeSubnets",
"ec2:DescribeVPCs",
"ec2:DisassociateAddress",
"ec2:GetSecurityGroupsForVpc",
"route53:AssociateVPCWithHostedZone"
1,
"Resource": "*"
},
{
"Sid": "PutMetrics",
"Effect": "Allow",
"Action": [
"cloudwatch:PutMetricData"
1,
"Resource": [
wxn
]I
"Condition": {
"StringEquals": {
"cloudwatch:namespace": "AWS/FSx"
}
}
}I

Verwenden von servicegebundenen Rollen 369



FSx fur Lustre Lustre-Benutzerhandbuch

"Sid": "TagResourceNetworkIntexface",
"Effect": "Allow",
"Action": [
"ec2:CreateTags"
1,
"Resource": [
"arn:aws:ec2:*:*:network-intexface/*"
]I
"Condition": {
"StringEquals": {
"ec2:CreateAction": "CreateNetworkInterface"
}I
"ForAllValues:StringEquals": {
"aws:TagKeys": "AmazonFSx.FileSystemId"

"Sid": "ManageNetworkInterface",

"Effect": "Allow",

"Action": [
"ec2:AssignPrivateIpAddresses"”,
"ec2:ModifyNetworkInterfaceAttribute",
"ec2:UnassignPrivateIpAddresses"

1,

"Resource": [
"arn:aws:ec2:*:*:network-intexface/*"

]I

"Condition": {

"Null": {
"aws:ResourceTag/AmazonFSx.FileSystemId": "false"

"Sid": "ManageRouteTable",

"Effect": "Allow",

"Action": [
"ec2:CreateRoute",
"ec2:ReplaceRoute"”,
"ec2:DeleteRoute"

1,
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"Resource": [
"arn:aws:ec2:*:*:route-table/*"
1,
"Condition": {
"StringEquals": {
"aws :ResourceTag/AmazonFSx": "ManagedByAmazonFSx"

"Sid": "PutCloudWatchLogs",

"Effect": "Allow",

"Action": [
"logs:DescribelogGroups",
"logs:DescribelogStreams",
"logs:PutLogEvents"

1,

"Resource": "arn:aws:logs:*:*:log-group:/aws/fsx/*"

"Sid": "ManageAuditLogs",

"Effect": "Allow",

"Action": [
"firehose:DescribeDeliveryStream",
"firehose:PutRecoxd",
"firehose:PutRecordBatch"

1,

"Resource": "arn:aws:firehose:*:*:deliverystream/aws-fsx-*"

Alle Aktualisierungen dieser Richtlinie werden unter beschrieben FSx Aktualisierungen der AWS
verwalteten Richtlinien durch Amazon.

Sie mussen Berechtigungen konfigurieren, damit eine juristische Stelle von IAM (z. B. Benutzer,
Gruppe oder Rolle) eine serviceverknlpfte Rolle erstellen, bearbeiten oder 16schen kann. Weitere
Informationen finden Sie unter Serviceverkntpfte Rollenberechtigungen im IAM-Benutzerhandbuch.
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AWSServiceRoleForFSxEinzelheiten zu den S3Access-Berechtigungen

Denn die Rollenberechtigungsrichtlinie ermoglicht es Amazon
AWSServiceRoleForFSxS3Access_file-system-id FSx, die folgenden Aktionen in einem
Amazon S3-Bucket durchzufiihren, der das Daten-Repository fir ein Amazon FSx for Lustre-
Dateisystem hostet.

* s3:AbortMultipartUpload

* s3:DeleteObject

e s3:Get*

* s3:List*

* s3:PutBucketNotification

* s3:PutObject

Sie mussen Berechtigungen konfigurieren, damit eine juristische Stelle von IAM (z. B. Benutzer,
Gruppe oder Rolle) eine serviceverknlpfte Rolle erstellen, bearbeiten oder [6schen kann. Weitere
Informationen finden Sie unter Serviceverknupfte Rollenberechtigung im IAM-Benutzerhandbuch.

Eine servicebezogene Rolle fir Amazon erstellen FSx

Sie mussen eine serviceverknupfte Rolle nicht manuell erstellen. Wenn Sie ein Dateisystem in der
AWS-Managementkonsole, der oder der AWS API erstellen AWS CLI, FSx erstellt Amazon die
serviceverknupfte Rolle fur Sie.

/A Important

Diese serviceverknupfte Rolle kann in Inrem Konto erscheinen, wenn Sie eine Aktion

in einem anderen Service abgeschlossen haben, der die von dieser Rolle unterstitzten
Features verwendet. Weitere Informationen finden Sie unter Eine neue Rolle ist in meinem
IAM-Konto erschienen.

Wenn Sie diese serviceverknlpfte Rolle I6schen und sie dann erneut erstellen missen, kdnnen
Sie dasselbe Verfahren anwenden, um die Rolle in Inrem Konto neu anzulegen. Wenn Sie ein
Dateisystem erstellen, FSx erstellt Amazon die serviceverknlpfte Rolle erneut fur Sie.
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Bearbeitung einer serviceverknupften Rolle fir Amazon FSx

Amazon FSx erlaubt Ihnen nicht, diese serviceverknlpften Rollen zu bearbeiten. Da moglicherweise
verschiedene Entitaten auf die Rolle verweisen, kann der Rollenname nach dem Erstellen einer
serviceverknlpften Rolle nicht mehr gedndert werden. Sie kdnnen jedoch die Beschreibung der Rolle
mit IAM bearbeiten. Weitere Informationen finden Sie unter Bearbeiten einer serviceverknupften Rolle
im IAM-Benutzerhandbuch.

Loschen einer serviceverknupften Rolle fur Amazon FSx

Wenn Sie ein Feature oder einen Dienst, die bzw. der eine serviceverknlpften Rolle erfordert, nicht
mehr bendtigen, sollten Sie diese Rolle I6schen. Auf diese Weise haben Sie keine ungenutzte
juristische Stelle, die nicht aktiv Uberwacht oder verwaltet wird. Sie mussen jedoch alle lhre
Dateisysteme und Backups I6schen, bevor Sie die serviceverknlpfte Rolle manuell I6schen kénnen.

® Note

Wenn der FSx Amazon-Service die Rolle verwendet, wenn Sie versuchen, die Ressourcen
zu l6schen, schlagt das Léschen mdglicherweise fehl. Wenn dies passiert, warten Sie einige
Minuten und versuchen Sie es erneut.

So léschen Sie die serviceverknupfte Rolle mit IAM

Sie kdnnen die IAM-Konsole, die IAM-CLI oder die IAM-API verwenden, um die
AWSServiceRoleForAmazonFSx-serviceverknipfte Rolle zu I6schen. Weitere Informationen finden
Sie unter Loschen einer serviceverknupften Rolle im IAM-Leitfaden.

Unterstitzte Regionen fur Rollen im FSx Zusammenhang mit Amazon Services

Amazon FSx unterstutzt die Verwendung von Rollen im Zusammenhang mit Services in allen
Regionen, in denen der Service verfugbar ist. Weitere Informationen finden Sie unter AWS Regionen

und Endpunkte.

Zugriffskontrolle fur Dateisysteme mit Amazon VPC

Auf ein FSx Amazon-Dateisystem kann Uber eine elastic network interface zugegriffen werden, die
sich in der Virtual Private Cloud (VPC) befindet, die auf dem Amazon VPC-Service basiert, den
Sie mit Ihrem Dateisystem verknipfen. Sie greifen auf Ihr FSx Amazon-Dateisystem Uber seinen
DNS-Namen zu, der der Netzwerkschnittstelle des Dateisystems zugeordnet ist. Nur Ressourcen
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innerhalb der zugehoérigen VPC oder einer Peer-VPC kdnnen auf die Netzwerkschnittstelle lhres
Dateisystems zugreifen. Weitere Informationen finden Sie unter Was ist Amazon VPC? im Amazon
VPC-Benutzerhandbuch.

/A Warning

Sie diirfen die Amazon FSx elastic network interface nicht &ndern oder Iéschen. Das Andern
oder Léschen der Netzwerkschnittstelle kann zu einem dauerhaften Verbindungsverlust
zwischen lhrer VPC und Ihrem Dateisystem flhren.

Amazon VPC-Sicherheitsgruppen

Um den Netzwerkverkehr, der Uber die Netzwerkschnittstelle Ihres Dateisystems innerhalb
Ihrer VPC flief3t, weiter zu kontrollieren, verwenden Sie Sicherheitsgruppen, um den Zugriff

auf lhre Dateisysteme zu beschranken. Eine Sicherheitsgruppe fungiert als virtuelle Firewall,
um den Datenverkehr fir die zugehdrigen Ressourcen zu kontrollieren. In diesem Fall ist die
zugehdrige Ressource die Netzwerkschnittstelle Ihres Dateisystems. Sie verwenden auch VPC-
Sicherheitsgruppen, um den Netzwerkverkehr fiir lhre Lustre Kunden.

EFA-fahige Sicherheitsgruppen

Wenn Sie eine EFA-fahige Sicherheitsgruppe FSx flr Lustre erstellen méchten, sollten Sie zunachst
eine EFA-fahige Sicherheitsgruppe erstellen und diese als Sicherheitsgruppe flir das Dateisystem
angeben. Eine EFA erfordert eine Sicherheitsgruppe, die den gesamten ein- und ausgehenden
Datenverkehr zu und von der Sicherheitsgruppe selbst und der Sicherheitsgruppe der Clients zulasst,
wenn sich die Clients in einer anderen Sicherheitsgruppe befinden. Weitere Informationen finden Sie
unter Schritt 1: Eine EFA-fahige Sicherheitsgruppe vorbereiten im EC2 Amazon-Benutzerhandbuch.

Steuern des Zugriffs mithilfe von Regeln flr eingehenden und ausgehenden
Datenverkehr

Um eine Sicherheitsgruppe zu verwenden, um den Zugriff auf Inr FSx Amazon-Dateisystem zu
kontrollieren und Lustre Clients flgen Sie die eingehenden Regeln zur Steuerung des eingehenden
Datenverkehrs und die Regeln fir ausgehenden Datenverkehr zur Steuerung des ausgehenden
Datenverkehrs aus Ihrem Dateisystem hinzu und Lustre Kunden. Stellen Sie sicher, dass lhre
Sicherheitsgruppe Uber die richtigen Regeln flr den Netzwerkverkehr verflgt, um die FSx
Dateifreigabe Ihres Amazon-Dateisystems einem Ordner auf Ihrer unterstitzten Compute-Instance
zuzuordnen.
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Weitere Informationen zu Sicherheitsgruppenregeln finden Sie unter Sicherheitsgruppenregeln im
EC2 Amazon-Benutzerhandbuch.

Um eine Sicherheitsgruppe flr lhr FSx Amazon-Dateisystem zu erstellen

1.

2
3
4,
5

Offnen Sie die EC2 Amazon-Konsole unter https://console.aws.amazon.com/ec2.

Wabhlen Sie im Navigationsbereich Sicherheitsgruppen aus.

Wabhlen Sie Create Security Group aus.

Geben Sie einen Namen und eine Beschreibung fir die Sicherheitsgruppe an.

Wabhlen Sie fir VPC die lhrem FSx Amazon-Dateisystem zugeordnete VPC aus, um die

Sicherheitsgruppe innerhalb dieser VPC zu erstellen.

Wabhlen Sie Create (Erstellen) aus, um die Sicherheitsgruppe zu erstellen.

Als Nachstes fligen Sie der Sicherheitsgruppe, die Sie gerade zur Aktivierung erstellt haben,
Regeln fir eingehenden Datenverkehr hinzu Lustre Datenverkehr zwischen lhren FSx for Lustre-
Dateiservern.

Um lhrer Sicherheitsgruppe Regeln fiir eingehenden Datenverkehr hinzuzufiigen

1.

Wabhlen Sie die Sicherheitsgruppe aus, die Sie gerade erstellt haben, falls sie noch
nicht ausgewahlt ist. Wahlen Sie unter Actions (Aktionen) die Option Edit inbound rules

(Eingangsregeln bearbeiten) aus.

Flgen Sie die folgenden Regeln flir eingehenden Datenverkehr hinzu.

Typ Protocol Port-Bereich Quelle
(Protokoll)

Benutzerd TCP 988 Wahlen Sie

efinierte TCP- Benutzerd

Regel efiniert und
geben Sie
die Sicherhei
tsgruppen-ID
der Sicherhei

tsgruppe ein,

Beschreibung

Erlaubt Lustre
Verkehr
zwischen vier
FSx Lustre-Da
teiservern
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Typ Protocol
(Protokoll)

Benutzerd TCP

efinierte TCP-

Regel

Benutzerd TCP

efinierte TCP-

Regel

Port-Bereich

988

1018-1023

Quelle

die Sie gerade
erstellt haben

Wabhlen Sie
Benutzerd
efiniert und
geben Sie

die Sicherhei
tsgruppe IDs
der Sicherhei
tsgruppen ein,
die zu lhrem
gehodren Lustre
clients

Wahlen Sie
Benutzerd
efiniert und
geben Sie

die Sicherhei
tsgruppen-ID
der Sicherhei
tsgruppe ein,
die Sie gerade
erstellt haben

Beschreibung

Erlaubt Lustre
Verkehr
zwischen
unseren FSx
Lustre-Da
teiservern und
Lustre clients

Erlaubt Lustre
Verkehr
zwischen vier
FSx Lustre-Da
teiservern
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Typ Protocol
(Protokoll)

Benutzerd TCP

efinierte TCP-

Regel

Port-Bereich

1018-1023

Quelle

Wabhlen Sie
Benutzerd
efiniert und
geben Sie

die Sicherhei
tsgruppe IDs
der Sicherhei
tsgruppen ein,
die zu lhrem
gehodren Lustre
clients

Beschreibung

Erlaubt Lustre
Verkehr
zwischen
unseren FSx
Lustre-Da
teiservern und
Lustre clients

3. Wahlen Sie Speichern, um die neuen Regeln fir eingehenden Datenverkehr zu speichern und

anzuwenden.

StandardmaRig lassen Sicherheitsgruppenregeln den gesamten ausgehenden Datenverkehr zu
(All, 0.0.0.0/0). Wenn lhre Sicherheitsgruppe nicht den gesamten ausgehenden Datenverkehr
zulasst, fiigen Sie lhrer Sicherheitsgruppe die folgenden ausgehenden Regeln hinzu. Diese Regeln
ermoglichen den Verkehr zwischen unseren FSx Lustre-Dateiservern und Lustre Clients und

zwischen Lustre Dateiserver.

Um lhrer Sicherheitsgruppe Regeln fir ausgehenden Datenverkehr hinzuzufiigen

1.  Wahlen Sie dieselbe Sicherheitsgruppe aus, zu der Sie gerade die Regeln flir eingehenden
Datenverkehr hinzugefligt haben. Wahlen Sie fiir Aktionen die Option Regeln fir ausgehenden

Datenverkehr bearbeiten aus.

2. Flgen Sie die folgenden Regeln flr ausgehenden Datenverkehr hinzu.

Typ Protocol
(Protokoll)

Benutzerd TCP

efinierte TCP-

Regel

Port-Bereich

988

Quelle

Wahlen Sie
Benutzerd
efiniert und

Beschreibung

Sobald Sie
die Details
auf dieser
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Typ Protocol
(Protokoll)

Benutzerd TCP

efinierte TCP-

Regel

Benutzerd TCP

efinierte TCP-

Regel

Port-Bereich

988

1018-1023

Quelle

geben Sie

die Sicherhei
tsgruppen-ID
der Sicherhei
tsgruppe ein,
die Sie gerade
erstellt haben

Wabhlen Sie
Benutzerd
efiniert und
geben Sie
die Sicherhei
tsgruppe IDs
der Sicherhei
tsgruppe ein,
die zu lhrem
gehort Lustre
clients

Wahlen Sie
Benutzerd
efiniert und
geben Sie

die Sicherhei
tsgruppen-ID
der Sicherhei
tsgruppe ein,
die Sie gerade
erstellt haben

Beschreibung

Seite Uberprift
haben, klicken
Sie auf Lustre
Verkehr
zwischen vier
FSx Lustre-Da
teiservern

Sobald Sie
die Details
auf dieser
Seite Uberprift
haben, klicken
Sie auf Lustre
Verkehr
zwischen
unseren FSx
Lustre-Da
teiservern und
Lustre clients

Erlaubt Lustre
Verkehr
zwischen vier
FSx Lustre-Da
teiservern
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Typ Protocol Port-Bereich Quelle Beschreibung
(Protokoll)
Benutzerd TCP 1018-1023 Wabhlen Sie Erlaubt Lustre
efinierte TCP- Benutzerd Verkehr
Regel efiniert und zwischen
geben Sie unseren FSx
die Sicherhei Lustre-Da
tsgruppe IDs teiservern und
der Sicherhei Lustre clients
tsgruppen ein,
die zu lhrem
gehodren Lustre
clients

3. Wahlen Sie Speichern, um die neuen Regeln flr ausgehenden Datenverkehr zu speichern und
anzuwenden.

So verknlpfen Sie eine Sicherheitsgruppe mit Ihrem FSx Amazon-Dateisystem

1. Offnen Sie die FSx Amazon-Konsole unter https://console.aws.amazon.com/fsx/.

2. Wahlen Sie im Konsolen-Dashboard Ihr Dateisystem aus, um dessen Details einzusehen.

3. Klicken Sie auf der Registerkarte Netzwerk und Sicherheit unter Netzwerkschnittstelle (n) auf den
Link zur EC2 Amazon-Konsole, um alle Netzwerkschnittstellen fur Ihr Dateisystem anzuzeigen.

4. Wahlen Sie fur jede Netzwerkschnittstelle Aktionen und anschliel3end Sicherheitsgruppen andern
aus.

5. Wahlen Sie im Dialogfeld Sicherheitsgruppen andern die Sicherheitsgruppen aus, die Sie der
Netzwerkschnittstelle zuordnen méchten.

6. Wahlen Sie Save (Speichern) aus.

Lustre Regeln fur Client-VPC-Sicherheitsgruppen

Sie verwenden VPC-Sicherheitsgruppen, um den Zugriff auf Ihre Lustre Clients, indem Sie Regeln fur
eingehenden Datenverkehr hinzufigen, um den eingehenden Verkehr zu kontrollieren, und Regeln
fur ausgehenden Datenverkehr, um den ausgehenden Verkehr von Ilhrem Lustre Kunden. Stellen Sie
sicher, dass lhre Sicherheitsgruppe Uber die richtigen Regeln fur den Netzwerkverkehr verflgt, um
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Folgendes sicherzustellen Lustre Der Verkehr kann zwischen lhren flieRen Lustre Kunden und lhre

FSx Amazon-Dateisysteme.

Flgen Sie den Sicherheitsgruppen, die auf lhre Anwendung angewendet werden, die folgenden

Regeln fir eingehenden Datenverkehr hinzu Lustre Kunden.

Typ Protocol
(Protokoll)

Benutzerd TCP

efinierte TCP-

Regel

Benutzerd TCP

efinierte TCP-

Regel

Benutzerd TCP

efinierte TCP-

Regel

Port-Bereich

988

988

1018-1023

Quelle

Wahlen Sie
Benutzerdefiniert
und geben Sie
die Sicherhei
tsgruppe IDs
der Sicherhei
tsgruppen ein,
die auf lhre
angewendet
werden Lustre
clients

Wahlen Sie
Benutzerdefiniert
und geben Sie
die Sicherhei
tsgruppe IDs
der Sicherhei
tsgruppen ein,
die lhren FSx
for Lustre-Da
teisystemen
zugeordnet sind

Wahlen Sie
Benutzerdefiniert
und geben Sie
die Sicherhei
tsgruppe IDs

Beschreibung

Erlaubt Lustre
Verkehr
zwischen Lustre
clients

Erlaubt Lustre
Verkehr
zwischen FSx
Dateiservern
fur Lustre und
Lustre clients

Erlaubt Lustre
Verkehr
zwischen Lustre
clients
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Typ Protocol
(Protokoll)

Benutzerd TCP

efinierte TCP-

Regel

Port-Bereich

1018-1023

Quelle

der Sicherhei
tsgruppen ein,
die auf lhre
Lustre clients

Wabhlen Sie
Benutzerdefiniert
und geben Sie
die Sicherhei
tsgruppe IDs
der Sicherhei
tsgruppen ein,
die Ihren FSx
for Lustre-Da
teisystemen
zugeordnet sind

Beschreibung

Erlaubt Lustre
Verkehr
zwischen FSx
Dateiservern
fur Lustre und
Lustre clients

Fugen Sie den Sicherheitsgruppen, die auf Ihre Anwendung angewendet werden, die folgenden

Regeln fur ausgehenden Datenverkehr hinzu Lustre Kunden.

Typ Protocol
(Protokoll)

Benutzerd TCP

efinierte TCP-

Regel

Port-Bereich

988

Quelle

Wahlen Sie
Benutzerdefiniert
und geben Sie
die Sicherhei
tsgruppe IDs

der Sicherhei
tsgruppen ein,
die auf lhre
angewendet

Beschreibung

Erlaubt Lustre
Verkehr
zwischen Lustre
clients
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Typ Protocol
(Protokoll)

Benutzerd TCP

efinierte TCP-

Regel

Benutzerd TCP

efinierte TCP-

Regel

Port-Bereich

988

1018-1023

Quelle

werden Lustre
clients

Wabhlen Sie
Benutzerdefiniert
und geben Sie
die Sicherhei
tsgruppe IDs
der Sicherhei
tsgruppen ein,
die Ihren FSx
for Lustre-Da
teisystemen
zugeordnet sind

Wahlen Sie
Benutzerdefiniert
und geben Sie
die Sicherhei
tsgruppe IDs

der Sicherhei
tsgruppen ein,
die auf lhre
Lustre clients

Beschreibung

Sobald Sie

die Details auf
dieser Seite
Uberprift haben,
klicken Sie auf
Lustre Verkehr
zwischen FSx
Dateiservern

fur Lustre und
Lustre clients

Erlaubt Lustre
Verkehr
zwischen Lustre
clients
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Typ Protocol Port-Bereich Quelle Beschreibung
(Protokoll)
Benutzerd TCP 1018-1023 Wabhlen Sie Erlaubt Lustre
efinierte TCP- Benutzerdefiniert  Verkehr
Regel und geben Sie zwischen FSx
die Sicherhei Dateiservern
tsgruppe IDs fur Lustre und
der Sicherhei Lustre clients
tsgruppen ein,
die Ihren FSx

for Lustre-Da
teisystemen
zugeordnet sind

Amazon VPC-Netzwerk ACLs

Eine weitere Moglichkeit, den Zugriff auf das Dateisystem in Ihrer VPC zu sichern, besteht

darin, Netzwerkzugriffskontrolllisten (Netzwerk ACLs) einzurichten. Netzwerke ACLs sind von
Sicherheitsgruppen getrennt, verfliigen jedoch tber dhnliche Funktionen, um den Ressourcen in lhrer
VPC eine zusatzliche Sicherheitsebene hinzuzufligen. Weitere Informationen zur Implementierung
der Zugriffskontrolle Uber das Netzwerk ACLs finden Sie unter Steuern des Datenverkehrs zu
Subnetzen mithilfe des Netzwerks ACLs im Amazon VPC-Benutzerhandbuch.

Konformitatsvalidierung fur Amazon FSx for Lustre

Informationen dariber, ob AWS-Service ein in den Geltungsbereich bestimmter Compliance-
Programme fallt, finden Sie unter AWS-Services Umfang nach Compliance-Programm unter Umfang

nach Compliance-Programm AWS-Services das Compliance-Programm aus, an dem Sie interessiert

sind. Allgemeine Informationen finden Sie unter AWS Compliance-Programme AWS .

Sie konnen Prifberichte von Drittanbietern unter herunterladen AWS Artifact. Weitere Informationen
finden Sie unter Berichte herunterladen unter .

Ihre Verantwortung fur die Einhaltung der Vorschriften bei der Nutzung AWS-Services hangt von der
Vertraulichkeit Ihrer Daten, den Compliance-Zielen lhres Unternehmens und den geltenden Gesetzen
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und Vorschriften ab. Weitere Informationen zu lhrer Verantwortung fiir die Einhaltung der Vorschriften
bei der Nutzung AWS-Services finden Sie in der AWS Sicherheitsdokumentation.

Amazon FSx for Lustre und VPC-Schnittstellen-Endpunkte (JAWS
PrivateLink

Sie kdnnen die Sicherheitslage lhrer VPC verbessern, indem Sie Amazon so konfigurieren, FSx
dass es einen VPC-Endpunkt mit Schnittstelle verwendet. Interface-VPC-Endpunkte basieren auf
einer Technologie AWS PrivateLink, die es lhnen ermdglicht, privat auf Amazon zuzugreifen, FSx
APIs ohne ein Internet-Gateway, ein NAT-Geréat, eine VPN-Verbindung oder Direct Connect eine
Verbindung zu bendtigen. Instances in Ihrer VPC bendtigen keine 6ffentlichen IP-Adressen, um mit
Amazon FSx APIs zu kommunizieren. Der Verkehr zwischen lhrer VPC und Amazon FSx verlasst
das AWS Netzwerk nicht.

Jeder Schnittstellen-VPC-Endpunkt wird durch eine oder mehrere elastische Netzwerkschnittstellen in
Ihren Subnetzen reprasentiert. Eine Netzwerkschnittstelle stellt eine private IP-Adresse bereit, die als
Einstiegspunkt fir den Datenverkehr zur FSx Amazon-API dient.

Uberlegungen zu VPC-Endpunkten mit FSx Amazon-Schnittstelle

Bevor Sie einen Schnittstellen-VPC-Endpunkt fir Amazon einrichten FSx, sollten Sie die
Eigenschaften und Einschrankungen von Interface VPC-Endpunkten im Amazon VPC-
Benutzerhandbuch lesen.

Sie kdnnen alle FSx Amazon-API-Operationen von lhrer VPC aus aufrufen. Sie kdnnen
beispielsweise ein FSx for Lustre-Dateisystem erstellen, indem Sie die CreateFileSystem API von
Ihrer VPC aus aufrufen. Die vollstdndige Liste von Amazon FSx APIs finden Sie unter Aktionen in der
Amazon FSx API-Referenz.

Uberlegungen zum VPC-Peering

Sie konnen mithilfe von VPCs VPC-Peering andere VPC-Endpunkte mit der VPC Uber die
Schnittstelle verbinden. VPC-Peering ist eine Netzwerkverbindung zwischen zwei. VPCs Sie kdnnen
eine VPC-Peering-Verbindung zwischen Ihren eigenen beiden VPCs oder mit einer VPC in einer
anderen herstellen. AWS-Konto VPCs Sie kdnnen auch zwei verschiedene sein. AWS-Regionen

Der Verkehr zwischen Peers VPCs verbleibt im AWS Netzwerk und durchquert nicht das 6ffentliche
Internet. Sobald VPCs das Peering abgeschlossen ist, VPCs kdnnen Ressourcen wie Amazon Elastic
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Compute Cloud (Amazon EC2) -Instances in beiden iber VPC-Schnittstellen-Endpunkte, die in einem
der beiden erstellt wurden, auf die FSx Amazon-API zugreifen. VPCs

Erstellen eines VPC-Schnittstellen-Endpunkts fir Amazon API FSx

Sie kénnen einen VPC-Endpunkt fur die FSx Amazon-AP| entweder mit der Amazon VPC-Konsole
oder mit AWS Command Line Interface (JAWS CLI erstellen. Weitere Informationen finden Sie unter
Erstellen eines Schnittstellen-VPC-Endpunkts im Amazon VPC-Benutzerhandbuch.

Eine vollstandige Liste der FSx Amazon-Endpunkte finden Sie unter FSx Amazon-Endpunkte und
Kontingente in der. Allgemeine Amazon Web Services-Referenz

Verwenden Sie eine der folgenden Methoden FSx, um einen VPC-Schnittstellen-Endpunkt flr
Amazon zu erstellen:

* com.amazonaws.region.fsx— Erzeugt einen Endpunkt fiir FSx Amazon-API-Operationen.

* com.amazonaws.region.fsx-fips— Erstellt einen Endpunkt fiir die FSx Amazon-API, der
dem Federal Information Processing Standard (FIPS) 140-2 entspricht.

Um die private DNS-Option zu verwenden, missen Sie die enableDnsSupport Attribute
enableDnsHostnames und fur lhre VPC festlegen. Weitere Informationen finden Sie unter DNS-
Unterstutzung fur Ihre VPC anzeigen und aktualisieren im Amazon VPC-Benutzerhandbuch.

Mit Ausnahme AWS-Regionen von China kénnen Sie, wenn Sie privates DNS flr den Endpunkt
aktivieren, API-Anfragen an Amazon FSx mit dem VPC-Endpunkt stellen AWS-Region, indem Sie
beispielsweise fsx.us-east-1.amazonaws.com seinen Standard-DNS-Namen fir verwenden.
Far China (Peking) und China (Ningxia) AWS-Regionen kénnen Sie API-Anfragen mit dem
VPC-Endpunkt jeweils mit fsx-api.cn-north-1.amazonaws.com.cn und fsx-api.cn-
northwest-1.amazonaws.com.cn stellen.

Weitere Informationen finden Sie unter Zugreifen auf einen Service Uber einen Schnittstellen-VPC-

Endpunkt im Amazon VPC-Benutzerhandbuch.

Erstellen einer VPC-Endpunktrichtlinie fir Amazon FSx

Um den Zugriff auf die FSx Amazon-API weiter zu kontrollieren, kdnnen Sie optional eine AWS
Identity and Access Management (IAM-) Richtlinie an Ihren VPC-Endpunkt anhangen. Die Richtlinie
legt Folgendes fest:
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* Prinzipal, der die Aktionen ausflihren kann.
» Aktionen, die ausgefuhrt werden kénnen

» Die Ressourcen, fir die Aktionen ausgeflihrt werden kénnen.

Weitere Informationen finden Sie unter Steuerung des Zugriffs auf Services mit VPC-Endpunkten im
Amazon-VPC-Benutzerhandbuch.
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Servicekontingente fur Amazon FSx for Lustre

Im Folgenden erfahren Sie mehr tber Kontingente bei der Arbeit mit Amazon FSx for Lustre.

Themen

« Kontingente, die Sie erhdhen kdnnen

« Ressourcenkontingente fur jedes Dateisystem

- Weitere Uberlegungen

Kontingente, die Sie erhdhen konnen

Im Folgenden finden Sie die Kontingente FSx fur Amazon for Lustre pro AWS Konto und AWS
Region, die Sie erhéhen kdnnen.

Ressource Standard Beschreibung
LustrePersistent: 1 Dateisyst 100 Die maximale Anzahl von
eme Amazon FSx for Lustre

Persistent 1-Dateisystemen,
die Sie in diesem Konto
erstellen kdnnen.

Lustre2 persistente Dateisyst 100 Die maximale Anzahl von

eme Amazon FSx for Lustre
Persistent 2-Dateisystemen,
die Sie in diesem Konto
erstellen konnen.

LustrePersistente Festplatt 102000 Die maximale Menge an
enspeicherkapazitat (pro Festplattenspeicherkapazita
Dateisystem) t (in GiB), die Sie fur ein

persistentes Amazon FSx for
Lustre-Dateisystem konfiguri
eren konnen.
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Ressource

LustrePersistent: Speicherk
apazitat fur 1 Datei.

LustreSpeicherkapazitat fur
persistente Dateien: 2

LustreScratch-Dateisysteme

LustreScratch-Speicherkapaz
itat

LustreDauerhafte Intelligent-
Tiering-Durchsatzkapazitat

Standard

100800

100800

100

100800

100000

Beschreibung

Die maximale Speicherk
apazitat (in GiB), die Sie fur
alle Amazon FSx for Lustre
Persistent 1-Dateisysteme in
diesem Konto konfigurieren
konnen.

Die maximale Speicherk
apazitat (in GiB), die Sie fur
alle Amazon FSx for Lustre
Persistent 2-Dateisysteme in
diesem Konto konfigurieren
konnen.

Die maximale Anzahl von
Amazon FSx for Lustre-Sc
ratch-Dateisystemen, die Sie
in diesem Konto erstellen
konnen.

Die maximale Speicherk
apazitat (in GiB), die Sie fur
alle Amazon FSx for Lustre-Sc
ratch-Dateisysteme in diesem
Konto konfigurieren kénnen.

Die Gesamtmenge der
Durchsatzkapazitat (in MBps),
die fur alle Amazon FSx for
Lustre Intelligent-Tiering-
Dateisysteme in diesem Konto
zulassig ist.

Kontingente, die Sie erhéhen kdnnen
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Ressource Standard Beschreibung
LustrePersistente Intelligent- 100800 Die maximale Menge an
Tiering-SSD-Lesecache-Sp bereitgestellter SSD-Lese-
eicherkapazitat Cache-Speicherkapazitat (in

GiB), die Sie flr alle Amazon
FSx for Lustre Intelligent-Tierin
g-Dateisysteme in diesem
Konto konfigurieren kénnen.

LustreBackups 500 Die maximale Anzahl von
benutzerinitiierten Backups,
die Sie fur alle Amazon FSx
for Lustre-Dateisysteme in
diesem Konto haben kénnen.

So fordern Sie eine Kontingenterh6hung an

1. Offnen Sie die Service Quotas-Konsole.

Wahlen Sie im Navigationsbereich AWS -Services.
Wahlen Sie Lustre.

Wahlen Sie ein Kontingent.

o & w0 b

Wahlen Sie ,Kontingenterhdhung beantragen® und folgen Sie den Anweisungen, um eine
Kontingenterhéhung zu beantragen.

6. Um den Status der Kontingentanfrage einzusehen, wahlen Sie im Navigationsbereich der
Konsole die Option Kontingentanforderungsverlauf aus.

Weitere Informationen finden Sie unter Beantragen einer Kontingenterhdhung im Service-Quotas-
Benutzerhandbuch.

Ressourcenkontingente fur jedes Dateisystem

Im Folgenden sind die Beschrankungen FSx fir Amazon for Lustre-Ressourcen fur jedes
Dateisystem in einer AWS Region aufgeflhrt.
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Ressource

Limit pro Dateisystem

Maximale Anzahl von Tags 50
Maximale Aufbewahrungsdauer fir automatisierte 90 Tage
Backups

Maximale Anzahl laufender Backup-Kopie-Anfragen an 5

eine einzelne Zielregion pro Konto.

Anzahl der Dateiaktualisierungen aus dem verknUpften
S3-Bucket pro Dateisystem

10 Millionen pro Monat

Mindestspeicherkapazitat, SSD-Dateisysteme 1,2 TiB
Mindestspeicherkapazitat, HDD-Dateisysteme 6 TiB
Minimaler Durchsatz pro Speichereinheit, SSD 50 MBps
Maximaler Durchsatz pro Speichereinheit, SSD 1000 MBps
Mindestdurchsatz pro Speichereinheit, HDD 12 MBps
Maximaler Durchsatz pro Speichereinheit, HDD 40 MBps

Weitere Uberlegungen

Beachten Sie auRerdem Folgendes:

+ Sie kdnnen jede Taste AWS Key Management Service (AWS KMS) auf bis zu 125 Amazon FSx for
Lustre-Dateisystemen verwenden.

+ Eine Liste der AWS Regionen, in denen Sie Dateisysteme erstellen kdnnen, finden Sie unter
Amazon FSx Endpoints and Quotas in der Allgemeine AWS-Referenz.
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Problembehebung bei Amazon FSx for Lustre

In diesem Abschnitt werden verschiedene Problemlésungsszenarien und Lésungen fir Amazon FSx
for Lustre-Dateisysteme behandelt.

Wenn Sie auf Probleme stol3en, die im Folgenden nicht aufgefuhrt sind, versuchen Sie, eine Frage im
Amazon FSx for Lustre-Forum zu stellen.

Themen

* Das Erstellen eines FSx for Lustre-Dateisystems schlagt fehl

* Behebung von Problemen beim Einhdngen des Dateisystems

+ Sie kénnen nicht auf Ihr Dateisystem zugreifen

» Der Zugriff auf einen S3-Bucket konnte beim Erstellen eines DRA nicht validiert werden

+ Das Umbenennen von Verzeichnissen dauert sehr lange

* Fehlerbehebung bei einem falsch konfigurierten verknipften S3-Bucket

* Fehlerbehebung bei Speicherproblemen

* Fehlerbehebung FSx bei Problemen mit dem Lustre CSI-Treiber

Das Erstellen eines FSx for Lustre-Dateisystems schilagt fehl

Es gibt eine Reihe mdglicher Ursachen, wenn eine Anfrage zur Erstellung eines Dateisystems
fehlschlagt, wie in den folgenden Themen beschrieben.

Aufgrund einer falsch konfigurierten Sicherheitsgruppe kann kein EFA-
fahiges Dateisystem erstellt werden

Das Erstellen eines EFA-fahigen Dateisystems FSx fur Lustre schlagt mit der folgenden
Fehlermeldung fehl:

Insufficient security group permissions to create an EFA-enabled file system.
Update security group to allow all internal inbound and outbound traffic.

MalRnahme

Stellen Sie sicher, dass die VPC-Sicherheitsgruppe, die Sie flr den Erstellungsvorgang verwenden,
wie unter beschrieben konfiguriert ist. EFA-fahige Sicherheitsgruppen Eine EFA erfordert eine

Das Erstellen eines Dateisystems schlagt fehl 391


https://forums.aws.amazon.com/forum.jspa?forumID=311

FSx fur Lustre Lustre-Benutzerhandbuch

Sicherheitsgruppe, die den gesamten eingehenden und ausgehenden Datenverkehr zur und von der
Sicherheitsgruppe selbst und zur Sicherheitsgruppe der Clients zulasst, wenn sich die Clients in einer
anderen Sicherheitsgruppe befinden.

Aufgrund einer falsch konfigurierten Sicherheitsgruppe kann kein
Dateisystem erstellt werden

Das Erstellen eines FSx For Lustre-Dateisystems schlagt fehl und es wird die folgende
Fehlermeldung angezeigt:

The file system cannot be created because the default security group in the subnet
provided
or the provided security groups do not permit Lustre LNET network traffic on port 988

MaRnahme

Stellen Sie sicher, dass die VPC-Sicherheitsgruppe, die Sie flr den Erstellungsvorgang verwenden,
wie unter beschrieben konfiguriert ist. Zugriffskontrolle fur Dateisysteme mit Amazon VPC Sie

mussen die Sicherheitsgruppe so einrichten, dass eingehender Datenverkehr tber die Ports 988 und
1018-1023 von der Sicherheitsgruppe selbst oder vom gesamten Subnetz CIDR zugelassen wird,
was erforderlich ist, damit die Dateisystemhosts miteinander kommunizieren kénnen.

Ein Dateisystem kann aufgrund von Fehlern aufgrund unzureichender
Kapazitat nicht erstellt werden

Méoglicherweise wird ein Fehler mit unzureichender Kapazitat angezeigt, wenn Sie versuchen, ein
neues Dateisystem zu erstellen, die Speicherkapazitat zu aktualisieren oder die Durchsatzkapazitat
zu andern.

Ursache

Dieser Fehler tritt auf, wenn FSx for Lustre derzeit nicht Gber geniigend Hardwarekapazitat in der
angeforderten Availability Zone verfligt, um lhre Anfrage zu bearbeiten.

Ldsung
Versuchen Sie, das Problem wie folgt zu beheben:

« Warten Sie einige Minuten und wiederholen Sie Ihre Anfrage, da sich die Kapazitatsverfigbarkeit
haufig andert.
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» Testen Sie lhre Anfrage in einer anderen Availability Zone.

» Versuchen Sie den Vorgang mit einer kleineren Speichergrof3e oder einem niedrigeren Durchsatz

Es kann kein Dateisystem erstellt werden, das mit einem S3-Bucket
verknupft ist

Wenn das Erstellen eines neuen Dateisystems, das mit einem S3-Bucket verknupft ist, fehlschlagt
und eine Fehlermeldung ahnlich der folgenden angezeigt wird.

User: arn:aws:iam::012345678901:user/username is not authorized to perform:
iam:PutRolePolicy on resource: resource ARN

Dieser Fehler kann auftreten, wenn Sie versuchen, ein mit einem Amazon S3 S3-Bucket verknlpftes
Dateisystem ohne die erforderlichen IAM-Berechtigungen zu erstellen. Die erforderlichen |AM-
Berechtigungen unterstlitzen die serviceverknipfte Amazon FSx for Lustre-Rolle, die fir den Zugriff
auf den angegebenen Amazon S3 S3-Bucket in Inrem Namen verwendet wird.

MaRnahme

Stellen Sie sicher, dass |hre IAM-Entitat (Benutzer, Gruppe oder Rolle) Uber die entsprechenden
Berechtigungen zum Erstellen von Dateisystemen verfugt. Dazu gehdrt auch das Hinzuflgen
der Berechtigungsrichtlinie, die die serviceverknlpfte Amazon FSx for Lustre-Rolle unterstutzt.
Weitere Informationen finden Sie unter Hinzufigen von Berechtigungen zur Verwendung von

Datenrepositorys in Amazon S3.

Weitere Informationen zu serviceverknlpften Rollen finden Sie unter Verwenden von

serviceverknupften Rollen fir Amazon FSx.

Behebung von Problemen beim Einhangen des Dateisystems

Es gibt eine Reihe moglicher Ursachen, wenn ein Befehl zum Einhéngen eines Dateisystems
fehlschlagt, wie in den folgenden Themen beschrieben.

Das Einhangen des Dateisystems schlagt sofort fehl

Der Befehl zum Einhangen des Dateisystems schlagt sofort fehl. Der folgende Code zeigt ein Beispiel
dafur.

mount.lustre: mount fs-0123456789abcdef@.fsx.us-east-1.aws@tcp:/fsx at /lustre

Es kann kein Dateisystem erstellt werden, das mit einem S3-Bucket verknipft ist 393
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failed: No such file or directory

Is the MGS specification correct?
Is the filesystem name correct?

Dieser Fehler kann auftreten, wenn Sie beim Mounten eines persistenten Dateisystems oder eines
Scratch-2-Dateisystems mithilfe des mount Befehls nicht den richtigen mountname Wert verwenden.
Sie kdnnen den mountname Wert aus der Antwort des describe-file-systems AWS CLI Befehls oder
der DescribeFileSystemsAPI-Operation abrufen.

Das Mounting des Dateisystems hangt und schlagt dann mit einem
Timeout-Fehler fehl

Der Mounting-Befehl des Dateisystems hangt eine oder zwei Minuten lang und schlagt dann mit
einem Timeout-Fehler fehl.

Der folgende Code zeigt ein Beispiel daflr.

sudo mount -t lustre file_system_dns_name@tcp:/mountname /mnt/fsx

[2+ minute wait here]
Connection timed out

Dieser Fehler kann auftreten, weil die Sicherheitsgruppen fur die EC2 Amazon-Instance oder das
Dateisystem nicht richtig konfiguriert sind.

Malnahme

Stellen Sie sicher, dass lhre Sicherheitsgruppen flr das Dateisystem die unter angegebenen Regeln
fur eingehenden Datenverkehr haben. Amazon VPC-Sicherheitsgruppen

Automatisches Mounting schlagt fehl und die Instance reagiert nicht

In einigen Fallen schlagt das automatische Mounten fir ein Dateisystem mdéglicherweise fehl und Ihre
EC2 Amazon-Instance reagiert mdglicherweise nicht mehr.

Dieses Problem kann auftreten, wenn die _netdev Option nicht deklariert wurde. Wenn _netdev
es fehlt, reagiert Ihre EC2 Amazon-Instance mdglicherweise nicht mehr. Der Grund dafur ist,

dass zuerst das Netzwerk auf der Datenverarbeitungs-Instance gestartet worden sein muss. Die
Netzwerkdateisysteme miussen danach initialisiert werden.
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MaRRnahme

Wenn dieses Problem auftritt, wenden Sie sich an AWS Support.

Das Einhangen des Dateisystems schlagt beim Systemstart fehl

Das Einhangen des Dateisystems schlagt beim Systemstart fehl. Die Montage erfolgt automatisiert
mit/etc/fstab. Wenn das Dateisystem nicht gemountet ist, wird im Syslog fir den Zeitraum, in dem
die Instanz gestartet wurde, der folgende Fehler angezeigt.

LNetError: 3135:0:(1lib-socket.c:583:1net_sock_listen()) Can't create socket: port 988
already in use
LNetError: 122-1: Can't start acceptor on port 988: port already in use

Dieser Fehler kann auftreten, wenn Port 988 nicht verflgbar ist. Wenn die Instanz fir das Mounten
von NFS-Dateisystemen konfiguriert ist, ist es mdglich, dass die NFS-Mounts ihren Client-Port an
Port 988 binden

MaRRnahme

Sie kdnnen dieses Problem umgehen, indem Sie die Optionen des NFS-Clients noresvport und
noauto der Mount-Optionen nach Mdéglichkeit anpassen.

Das Einhangen des Dateisystems mithilfe des DNS-Namens schlagt fehl

Falsch konfigurierte DNS-Namen (Domain Name Service) kdnnen zu Fehlern beim Einhangen des
Dateisystems fuhren, wie in den folgenden Szenarien gezeigt.

Szenario 1: Eine Dateisystembereitstellung, die einen DNS-Namen (Domain Name Service)
verwendet, schlagt fehl. Der folgende Code zeigt ein Beispiel dafur.

sudo mount -t lustre file_system_dns_name@tcp:/mountname /mnt/fsx
mount.lustre: Can't parse NID
'file_system_dns_name@tcp:/mountname’

Malnahme

Uberpriifen Sie lhre Virtual Private Cloud (VPC) -Konfiguration. Wenn Sie eine benutzerdefinierte
VPC verwenden, mussen Sie sicherstellen, dass die DNS-Einstellungen aktiviert sind.
Weitere Informationen finden Sie unter Verwendung von DNS in Ihrer VPC im Amazon VPC

Benutzerhandbuch.
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Gehen Sie wie folgt vor, um im mount Befehl einen DNS-Namen anzugeben:

» Stellen Sie sicher, dass sich die EC2 Amazon-Instance in derselben VPC wie Ilhr Amazon FSx for
Lustre-Dateisystem befindet.

+ Connect Ihre EC2 Amazon-Instance mit einer VPC, die fir die Nutzung des von Amazon
bereitgestellten DNS-Servers konfiguriert ist. Weitere Informationen finden Sie unter DHCP Options

Sets im Amazon VPC-Benutzerhandbuch.

» Stellen Sie sicher, dass in der Amazon-VPC der verbindenden EC2 Amazon-Instance DNS-
Hostnamen aktiviert sind. Weitere Informationen finden Sie unter Aktualisieren der DNS-

Unterstutzung fur Ihre VPC im Amazon VPC-Benutzerhandbuch.

Szenario 2: Ein Dateisystem-Mount, der einen DNS-Namen (Domain Name Service) verwendet,
schlagt fehl. Der folgende Code zeigt ein Beispiel dafr.

mount -t lustre file_system_dns_name@tcp:/mountname /mnt/fsx
mount.lustre: mount file_system dns_name@tcp:/mountname at /mnt/fsx failed: Input/
output error Is the MGS running?

MaRRnahme

Stellen Sie sicher, dass auf die VPC-Sicherheitsgruppen des Clients die richtigen Regeln far
ausgehenden Datenverkehr angewendet werden. Diese Empfehlung gilt insbesondere dann, wenn
Sie die Standardsicherheitsgruppe nicht verwenden oder wenn Sie die Standardsicherheitsgruppe
geandert haben. Weitere Informationen finden Sie unter Amazon VPC-Sicherheitsgruppen.

Sie konnen nicht auf Ihr Dateisystem zugreifen

Es gibt eine Reihe moglicher Ursachen daflir, dass Sie nicht auf Ihr Dateisystem zugreifen kénnen.
Jede hat ihre eigene Auflésung, wie folgt.

Die Elastic IP-Adresse, die an die elastic network interface des
Dateisystems angehangt ist, wurde geloscht

Amazon unterstitzt den Zugriff auf Dateisysteme tUber das 6ffentliche Internet FSx nicht. Amazon
trennt FSx automatisch jede Elastic IP-Adresse, bei der es sich um eine &ffentliche IP-Adresse
handelt, die Uber das Internet erreichbar ist und die an die elastic network interface eines
Dateisystems angehangt wird.
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Die elastic network interface des Dateisystems wurde geandert oder
geldscht

Sie diirfen die elastic network interface des Dateisystems nicht &ndern oder Iéschen. Das Andern
oder Loschen der Netzwerkschnittstelle kann zu einem dauerhaften Verbindungsverlust zwischen
Ihrer VPC und Ihrem Dateisystem fuhren. Erstellen Sie ein neues Dateisystem und andern

oder lI6schen Sie die FSx elastic network interface nicht. Weitere Informationen finden Sie unter
Zugriffskontrolle fur Dateisysteme mit Amazon VPC.

Der Zugriff auf einen S3-Bucket konnte beim Erstellen eines DRA
nicht validiert werden

Das Erstellen einer Data Repository Association (DRA) Uber die FSx Amazon-

Konsole oder mithilfe des create-data-repository-association CLI-Befehls
(CreateDataRepositoryAssociationentspricht der entsprechenden API-Aktion) schlagt mit der
folgenden Fehlermeldung fehl.

Amazon FSx is unable to validate access to the S3 bucket. Ensure the IAM role or user
you are using has s3:Get*, s3:List* and s3:PutObject permissions to the S3 bucket
prefix.

® Note

Der obige Fehler kann auch auftreten, wenn Sie ein Scratch 1-, Scratch 2- oder Persistent 1-
Dateisystem erstellen, das Uber die FSx Amazon-Konsole oder den create-file-system
CLI-Befehl (entspricht der entsprechenden API-Aktion) mit einem Datenrepository (S3-Bucket
oder Prafix) verknlUpft CreateFileSystemist.

MaRnahme

Wenn sich das FSx for Lustre-Dateisystem in demselben Konto wie der S3-Bucket befindet, bedeutet
dieser Fehler, dass die IAM-Rolle, die Sie fur die Erstellungsanforderung verwendet haben, nicht
Uber die erforderlichen Berechtigungen fur den Zugriff auf den S3-Bucket verfugt. Stellen Sie sicher,
dass die IAM-Rolle Gber die in der Fehlermeldung aufgefuhrten Berechtigungen verfugt. Diese
Berechtigungen unterstitzen die serviceverknupfte Amazon FSx for Lustre-Rolle, die fur den Zugriff
auf den angegebenen Amazon S3 S3-Bucket in Inrem Namen verwendet wird.
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Wenn sich das FSx for Lustre-Dateisystem in einem anderen Konto als der S3-Bucket befindet
(kontoUbergreifender Fall), sollte zusatzlich zur Sicherstellung, dass die von Ihnen verwendete IAM-
Rolle tber die erforderlichen Berechtigungen verfugt, die S3-Bucket-Richtlinie so konfiguriert werden,
dass der Zugriff von dem Konto aus mdglich ist, in dem der FSx for Lustre erstellt wurde.

Weitere Informationen zu kontolUbergreifenden S3-Bucket-Berechtigungen finden Sie unter Beispiel 2:
Bucket-Besitzer, der kontoubergreifende Bucket-Berechtigungen gewahrt im Amazon Simple Storage

Service-Benutzerhandbuch.

Das Umbenennen von Verzeichnissen dauert sehr lange

Frage

Ich habe ein Verzeichnis in einem Dateisystem umbenannt, das mit einem Amazon S3 S3-Bucket
verknlpft ist, und habe den automatischen Export aktiviert. Warum dauert es lange, bis die Dateien in
diesem Verzeichnis im S3-Bucket umbenannt werden?

Antwort

Wenn Sie ein Verzeichnis im Dateisystem umbenennen, erstellt FSx for Lustre neue S3-Objekte flr
alle Dateien und Verzeichnisse in dem Verzeichnis, das umbenannt wurde. Die Zeit, die bendtigt wird,
um die Verzeichnisumbenennung auf S3 zu Ubertragen, steht in direktem Zusammenhang mit der
Anzahl der Dateien und Verzeichnisse, die von dem umzubenennenden Verzeichnis abstammen.

Fehlerbehebung bei einem falsch konfigurierten verknupften S3-
Bucket

In einigen Fallen kann es vorkommen, dass der verknupfte S3-Bucket eines FSx for Lustre-
Dateisystems einen falsch konfigurierten Lebenszyklusstatus fur das Datenrepository aufweist.

Maogliche Ursache

Dieser Fehler kann auftreten, wenn Amazon FSx nicht Uber die erforderlichen AWS Identity

and Access Management (IAM-) Berechtigungen verflgt, die fir den Zugriff auf das Linked

Data Repository erforderlich sind. Die erforderlichen IAM-Berechtigungen unterstitzen die
serviceverknlpfte Amazon FSx for Lustre-Rolle, die fir den Zugriff auf den angegebenen Amazon S3
S3-Bucket in Inrem Namen verwendet wird.

Malnahme
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1. Stellen Sie sicher, dass Ihre IAM-Entitat (Benutzer, Gruppe oder Rolle) liber die entsprechenden
Berechtigungen zum Erstellen von Dateisystemen verfligt. Dazu gehdrt auch das Hinzufligen
der Berechtigungsrichtlinie, die die serviceverknlpfte Amazon FSx for Lustre-Rolle unterstuitzt.
Weitere Informationen finden Sie unter Hinzufligen von Berechtigungen zur Verwendung von
Datenrepositorys in Amazon S3.

2. Aktualisieren Sie mithilfe der Amazon FSx CLI oder API die Dateisysteme AutoImportPolicy
mit dem update-file-system CLI-Befehl (UpdateFileSystementspricht der entsprechenden
API-Aktion) wie folgt.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef® \
--lustre-configuration AutoImportPolicy=the_existing_AutoImportPolicy

Weitere Informationen zu serviceverknipften Rollen finden Sie unter Verwenden von

serviceverknupften Rollen fir Amazon FSx.

Méogliche Ursache

Dieser Fehler kann auftreten, wenn das verknlpfte Amazon S3 S3-Datenrepository
Uber eine bestehende Konfiguration fur Ereignisbenachrichtigungen mit Ereignistypen
verflgt, die sich mit der Amazon-Konfiguration fir FSx Ereignisbenachrichtigungen
(s3:0bjectCreated: *,s3:0bjectRemoved: *) iberschneiden.

Dies kann auch der Fall sein, wenn die Konfiguration der FSx Amazon-Ereignisbenachrichtigung im
verknlpften S3-Bucket geldscht oder gedndert wurde.

MalRnahme

1. Entfernen Sie alle vorhandenen Ereignisbenachrichtigungen aus dem verknUpften S3-Bucket,
die einen oder beide Ereignistypen verwenden, die in der FSx Ereigniskonfiguration verwendet
werden, s3:0bjectCreated: * unds3:0bjectRemoved: *.

2. Stellen Sie sicher, dass sich in lhrem verknupften S3-Bucket eine Konfiguration fur S3-
Ereignisbenachrichtigungen mit dem NamenFSx, den Ereignistypen s3:0bjectCreated:*
und s3:0bjectRemoved: * der Option ,Senden® an das SNS-Thema befindet.
ARN:topic_arn_returned_in_API_response

3. Wenden Sie die Konfiguration der FSx Ereignisbenachrichtigung erneut auf den S3-
Bucket an, indem Sie die Amazon FSx CLI oder APl verwenden, um die Dateisysteme zu
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aktualisieren. AutoImportPolicy Tun Sie dies mit dem update-file-system CLI-Befehl
(UpdateFileSystementspricht der entsprechenden API-Aktion) wie folgt.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--lustre-configuration AutoImportPolicy=the_existing_AutoImportPolicy

Fehlerbehebung bei Speicherproblemen

In einigen Fallen kdnnen Speicherprobleme mit Ihrem Dateisystem auftreten. Sie kdnnen diese
Probleme mithilfe von 1fs Befehlen wie dem 1fs migrate Befehl beheben.

Schreibfehler, da auf dem Speicherziel kein Speicherplatz verfugbar ist

Sie kdnnen die Speichernutzung lhres Dateisystems mithilfe des 1fs df -h Befehls Gberprifen,
wie unter beschriebenSpeicherlayout des Dateisystems. Das filesystem_summary Feld gibt die
gesamte Speichernutzung des Dateisystems an.

Wenn die Festplattenauslastung des Dateisystems bei 100% liegt, sollten Sie erwagen, die
Speicherkapazitat Ihres Dateisystems zu erhéhen. Weitere Informationen finden Sie unter Verwaltung
der Speicherkapazitat.

Wenn die Speicherauslastung des Dateisystems nicht zu 100% betragt und Sie immer noch
Schreibfehler erhalten, kann es sein, dass die Datei, in die Sie schreiben, auf einem vollen OST
gestreift wird.

MaRRnahme

» Wenn viele Ihrer Dateien voll OSTs sind, erhéhen Sie die Speicherkapazitat Ihres Dateisystems.
Prifen Sie, ob unsymmetrischer Speicher aktiviert ist, OSTs indem Sie den Anweisungen im
Unausgeglichener Speicher aktiviert OSTs Abschnitt folgen.

» Wenn Sie nicht voll OSTs sind, optimieren Sie die Grolie des Client-Buffers flr Dirty Page, indem
Sie die folgende Optimierung auf alle lhre Client-Instances anwenden:

sudo lctl set_param osc.*.max_dirty_mb=64
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Unausgeglichener Speicher aktiviert OSTs

Amazon FSx for Lustre verteilt neue Dateistreifen gleichmafig auf die einzelnen Dateien. OSTs lhr
Dateisystem kann jedoch aufgrund von I/O Mustern oder dem Dateispeicherlayout immer noch aus
dem Gleichgewicht geraten. Dies kann dazu fUhren, dass einige Speicherziele voll werden, wahrend
andere relativ leer bleiben.

Sie verwenden den 1fs migrate Befehl, um Dateien oder Verzeichnisse von ,mehr voll* in
,weniger voll“ zu verschieben. OSTs Sie kdnnen den 1fs migrate Befehl entweder im Blockmodus
oder im Blockmodus verwenden.

 Der Blockmodus ist der Standardmodus fiir den 1fs migrate Befehl. Bei der Ausflihrung im
Blockmodus wird vor der Datenmigration 1fs migrate zunachst eine Gruppensperre fir die
Dateien und Verzeichnisse eingerichtet, um Anderungen an den Dateien zu verhindern. Die
Sperre wird dann aufgehoben, wenn die Migration abgeschlossen ist. Indem der Blockmodus
verhindert, dass andere Prozesse die Dateien andern, verhindert er, dass diese Prozesse die
Migration unterbrechen. Der Nachteil ist, dass das Verhindern der Anderung einer Datei durch eine
Anwendung zu Verzdgerungen oder Fehlern bei der Anwendung flihren kann.

+ Der blockfreie Modus ist fir den 1fs migrate Befehl mit der -n Option aktiviert. Wenn sie 1fs
migrate im blockfreien Modus ausgefuhrt werden, kdnnen andere Prozesse die Dateien, die
migriert werden, trotzdem andern. Wenn ein Prozess eine Datei andert, bevor die Migration 1fs
migrate abgeschlossen ist, schlagt die Migration dieser Datei 1fs migrate fehl und die Datei
behalt ihr urspriingliches Stripe-Layout.

Wir empfehlen Ihnen, den Modus ohne Blockierung zu verwenden, da es weniger wahrscheinlich ist,
dass er Ihre Anwendung beeintrachtigt.

MaRnahme

1. Starten Sie eine relativ gro3e Client-Instance (z. B. den EC2 c5n.4x1large Amazon-Instance-
Typ), um sie im Dateisystem zu mounten.

2. Bevor Sie das Skript fur den Nichtblockmodus oder das Blockmodus-Skript ausfihren,
fuhren Sie zunachst die folgenden Befehle auf jeder Client-Instance aus, um den Vorgang zu
beschleunigen:

sudo 1lctl set_param 'mdc.*.max_xrpcs_in_flight=60'
sudo 1lctl set_param 'mdc.*.max_mod_xrpcs_in_flight=59"
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3. Starten Sie eine Bildschirmsitzung und fiihren Sie das Skript fir den Nichtblockmodus oder das
Blockmodus-Skript aus. Achten Sie darauf, die entsprechenden Variablen in den Skripten zu
andern:

 Skript im Nicht-Blockmodus:

#!/bin/bash
UNCOMMENT THE FOLLOWING LINES:

TRY_COUNT=0

MAX_MIGRATE_ATTEMPTS=100

0STS="fsname-0ST000O_UUID"

DIR_OR_FILE_MIGRATED="/mnt/subdir/"

BATCH_SIZE=10

PARALLEL_JOBS=16 # up to max-procs processes, set to 16 if client is
c5n.4xlarge with 16 vcpu

# LUSTRE_STRIPING_CONFIG="-E 100M -c 1 -E 10G -c 8 -E 100G -c 16 -E -1 -c 32" #
should be consistent with the existing striping setup
#

H OH H OH OH ¥ X R

if [ -z "$TRY_COUNT" -o -z "$MAX_MIGRATE_ATTEMPTS" -0 -z "$0STS" -0 -z
"$DIR_OR_FILE_MIGRATED" -0 -z "$BATCH_SIZE" -0 -z "$PARALLEL_JOBS" -0 -z
"$LUSTRE_STRIPING_CONFIG" ]; then

echo "Some variables are not set."”
exit 1
fi

echo "1lfs migrate starts"
while true; do
output=$(sudo 1fs find ! -L released --ost $0STS --printo0
$DIR_OR_FILE_MIGRATED | shuf -z | /bin/xargs -0 -P $PARALLEL_JOBS -n $BATCH_SIZE
sudo 1fs migrate -n $LUSTRE_STRIPING_CONFIG 2>&1)
if [[ $? -eq 0 1]1; then
echo "1fs migrate succeeds for $DIR_OR_FILE_MIGRATED at the $TRY_COUNT
attempt, exiting."
exit 0
elif [[ $? -eq 123 ]]1; then
echo "WARN: Target data objects are not located on these 0STs. Skipping
1fs migrate"
exit 1
else
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echo "1fs migrate fails for $DIR_OR_FILE_MIGRATED at the $TRY_COUNT
attempt, retrying..."
if (( ++TRY_COUNT >= MAX_MIGRATE_ATTEMPTS )); then
echo "WARN: Exceeds max retry attempt. Skipping 1fs migrate for
$DIR_OR_FILE_MIGRATED. Failed with the following errox"
echo $output
exit 1
fi
fi
done

+ Blockmodus-Skript:

* Ersetzen Sie die Werte in OSTS durch die Werte von lhrem OSTs.

* Geben Sie einen Integer-Wert fir annproc, um die Anzahl der Max-Procs-Prozesse
festzulegen, die parallel ausgefihrt werden sollen. Der EC2 c5n.4x1large Amazon-
Instance-Typ hat beispielsweise 16 vCPUs, sodass Sie 16 (oder einen Wert < 16) flr
verwenden kbnnennpzroc.

* Geben Sie lhren Mount-Verzeichnispfad in einmnt_dir_path.

# find all O0STs with usage above a certain threshold; for example, greater than
or equal to 85% full

for OST in $(1fs df -h |egrep '( 8[5-9]1| 9[0-9]1]100)%'|cut -d' ' -f1); do echo
${0ST};done|tx '\012' ','

# customer can also just pass OST values directly to OSTS variable
0STS="'dzfevbmv-0ST0000_UUID,dzfevbmv-0ST0002_UUID,dzfevbmv-0ST0004_UUID,dzfevbmv-
0ST0005_UUID,dzfevbmv-0ST0006_UUID,dzfevbmv-0STO0O8_UUID'

nproc=<Run up to max-procs processes if client is c5n.4xlarge with 16 vcpu, this
value can be set to 16>

mnt_dir_path=<mount dir, e.g. '/my_mnt'>

1fs find ${mnt_dir_path} --ost ${0STS}| xargs -P ${nproc} -n2 1lfs migrate -E 100M
-c 1 -E 106G -c 8 -E 100G -c 16 -E -1 -c 32

Hinweise

* Wenn Sie feststellen, dass die Leistung der Lesevorgange des Dateisystems beeintrachtigt wird,
kdnnen Sie die Migrationen jederzeit mit ctrl-c oderk 111 -9 beenden und die Anzahl der

Unausgeglichener Speicher aktiviert OSTs 403



FSx fur Lustre Lustre-Benutzerhandbuch

Threads (nprocWert) wieder auf einen niedrigeren Wert (z. B. 8) reduzieren und die Migration der
Dateien fortsetzen.

* Der 1fs migrate Befehl schlagt bei einer Datei fehl, die auch vom Client-Workload gedffnet wird.
Es wird ein Fehler ausgegeben und zur nachsten Datei Ubergegangen. Daher ist es moglich, dass
das Skript keine Dateien migrieren kann, wenn auf viele Dateien zugegriffen wird, und dies wird
angezeigt, da die Migration sehr langsam voranschreitet.

+ Sie kénnen die OST-Nutzung mit einer der folgenden Methoden tGberwachen

» Flhren Sie bei der Client-Installation den folgenden Befehl aus, um die OST-Nutzung zu
Uberwachen und die OST-Datei mit einer Auslastung von mehr als 85% zu finden:

1fs df -h |egrep '( 8[5-9]| 9[1-9]|100)%"'

« Uberpriifen Sie die CloudWatch Amazon-MetrikOST FreeDataStorageCapacity, Uberpriifen
SieMinimum. Wenn lhr Skript feststellt, OSTs dass mehr als 85% voll sind, verwenden Sie
ctrl-c oder, um die Migration kill -9 zu beenden, wenn die Metrik fast 15% betragt.

» Sie kdnnen auch erwagen, die Stripe-Konfiguration lhres Dateisystems oder eines Verzeichnisses
zu andern, sodass neue Dateien auf mehrere Speicherziele verteilt werden. Weitere Informationen
finden Sie unterStriping von Daten in lhrem Dateisystem.

Fehlerbehebung FSx bei Problemen mit dem Lustre CSI-Treiber

Amazon FSx for Lustre unterstitzt den Zugriff von Containern, die auf Amazon EKS laufen, mithilfe
des Open-Source-CSl-Treibers FSx fur Lustre. Informationen zur Bereitstellung finden Sie unter
Verwenden von Amazon FSx for Lustre Storage im Amazon EKS-Benutzerhandbuch.

Wenn Sie Probleme mit dem FSx for Lustre CSI-Treiber flir Container haben, die auf Amazon EKS
ausgefuhrt werden, finden Sie weitere Informationen unter Troubleshooting CSI Driver (Common
Issues), verfugbar unter GitHub.

Probleme mit dem CSI-Treiber 404


https://docs.aws.amazon.com/eks/latest/userguide/fsx-csi.html
https://github.com/kubernetes-sigs/aws-fsx-csi-driver/blob/master/docs/troubleshooting.md
https://github.com/kubernetes-sigs/aws-fsx-csi-driver/blob/master/docs/troubleshooting.md

FSx fur Lustre Lustre-Benutzerhandbuch

Zusatzliche Informationen

Dieser Abschnitt enthélt eine Referenz zu unterstitzten, aber veralteten FSx Amazon-Funktionen.

Themen

» Einen benutzerdefinierten Backup-Zeitplan einrichten

Einen benutzerdefinierten Backup-Zeitplan einrichten

Wir empfehlen AWS Backup die Verwendung, um einen benutzerdefinierten Backup-Zeitplan fir Ihr
Dateisystem einzurichten. Die hier bereitgestellten Informationen dienen zu Referenzzwecken, falls
Sie Backups haufiger planen missen, als dies bei der Verwendung mdglich ist AWS Backup.

Wenn diese Option aktiviert ist, erstellt Amazon innerhalb eines taglichen Backup-Fensters FSx
automatisch einmal taglich eine Sicherungskopie lhres Dateisystems. Amazon FSx erzwingt eine
Aufbewahrungsfrist, die Sie flr diese automatischen Backups angeben. Es unterstiitzt auch vom
Benutzer initilerte Backups, sodass Sie jederzeit Backups erstellen kénnen.

Im Folgenden finden Sie die Ressourcen und die Konfiguration fur die Implementierung einer
benutzerdefinierten Backup-Planung. Die benutzerdefinierte Sicherungsplanung fuhrt vom
Benutzer initilerte Backups auf einem Amazon FSx for Lustre-Dateisystem nach einem von lhnen
definierten Zeitplan durch. Beispiele konnten einmal alle sechs Stunden, einmal pro Woche usw.
sein. Dieses Skript konfiguriert auch das Léschen von Backups, die alter als der angegebene
Aufbewahrungszeitraum sind.

Die Losung stellt automatisch alle benétigten Komponenten bereit und berlcksichtigt die folgenden
Parameter:

» Das Dateisystem

* Ein CRON-Zeitplanmuster fur die Durchfihrung von Backups

» Die Aufbewahrungsfrist flr Backups (in Tagen)

 Die Backup-Namensschilder

Weitere Informationen zu CRON-Zeitplanmustern finden Sie unter Schedule Expressions for Rules im
CloudWatch Amazon-Benutzerhandbuch.
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Ubersicht tiber die Architektur

Durch die Bereitstellung dieser Losung werden die folgenden Ressourcen in der AWS Cloud
bereitgestellt.

’ FS:(I’Z

Amazon FSx for Lustre

I

Amazon Lambda
CloudWatch

Amazon SNS

Diese L6sung macht Folgendes:

1. Die CloudFormation Vorlage stellt ein CloudWatch Ereignis, eine Lambda-Funktion, eine Amazon
SNS SNS-Warteschlange und eine IAM-Rolle bereit. Die IAM-Rolle erteilt der Lambda-Funktion die
Erlaubnis, die Amazon FSx for Lustre-API-Operationen aufzurufen.

2. Das CloudWatch Ereignis wird wahrend der ersten Bereitstellung nach einem Zeitplan ausgefihrt,
den Sie als CRON-Muster definiert haben. Dieses Ereignis ruft die Backup-Manager-Lambda-
Funktion der Losung auf, die den Amazon FSx for CreateBackup Lustre-API-Vorgang aufruft, um
ein Backup zu initiieren.

3. Der Backup-Manager ruft mithilfe von eine Liste vorhandener benutzerinitiierter Backups fur das
angegebene Dateisystem ab. DescribeBackups Anschlielend werden Backups geldscht, die
alter sind als der Aufbewahrungszeitraum, den Sie bei der ersten Bereitstellung angegeben haben.

4. Der Backup-Manager sendet bei einem erfolgreichen Backup eine Benachrichtigung an die
Amazon SNS SNS-Warteschlange, wenn Sie die Option wahlen, bei der ersten Bereitstellung
benachrichtigt zu werden. Im Falle eines Fehlers wird immer eine Benachrichtigung gesendet.
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CloudFormation Vorlage

Diese Lésung automatisiert CloudFormation die Bereitstellung der benutzerdefinierten Backup-
Planungslésung von Amazon FSx for Lustre. Um diese Lésung zu verwenden, laden Sie die fsx-
scheduled-backupVorlage .template CloudFormation herunter.

Automatisierte Bereitstellung

Mit dem folgenden Verfahren wird diese benutzerdefinierte Lésung zur Planung von Backups
konfiguriert und bereitgestellt. Die Bereitstellung dauert etwa finf Minuten. Bevor Sie beginnen,
mussen Sie die ID eines Amazon FSx for Lustre-Dateisystems, das in einer Amazon Virtual Private
Cloud (Amazon VPC) lauft, in Inrem AWS Konto haben. Weitere Informationen zur Erstellung dieser
Ressourcen finden Sie unter. Erste Schritte mit Amazon FSx for Lustre

® Note

Bei der Implementierung dieser Losung missen die zugehérigen AWS Dienste in Rechnung
gestellt werden. Weitere Informationen finden Sie auf den Seiten mit den Preisdetails fir
diese Dienste.

Um den Stack flr benutzerdefinierte Backup-Losungen zu starten

1. Laden Sie die fsx-scheduled-backupVorlage CloudFormation .template herunter. Weitere

Informationen zum Erstellen eines CloudFormation Stacks finden Sie im AWS CloudFormation
Benutzerhandbuch unter Erstellen eines Stacks auf der AWS CloudFormation Konsole.

® Note

Standardmafig wird diese Vorlage in der AWS Region USA Ost (Nord-Virginia) gestartet.
Amazon FSx for Lustre ist derzeit nur in bestimmten AWS-Regionen Fallen verflgbar.
Sie mussen diese Losung in einer AWS Region einfihren, in der Amazon FSx for Lustre
verflgbar ist. Weitere Informationen finden Sie auf der Amazon FSx Abschnitt von AWS-
Regionen und Endpunkte in der Allgemeine AWS-Referenz.

2. Uberpriifen Sie unter Parameter die Parameter fiir die Vorlage und dndern Sie sie an die
Anforderungen Ihres Dateisystems. Diese Losung verwendet die folgenden Standardwerte.
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Parameter Standard Beschreibung

Dateisystem-ID von Amazon  Kein Standardwert Die Dateisystem-ID fir das

FSx for Lustre Dateisystem, das Sie sichern
mochten.

CRON-Zeitplanmuster fir 00/4 **?* Der Zeitplan fur die

Backups. Ausfihrung des CloudWatc

h Ereignisses, das Auslosen
eines neuen Backups und
das Loschen alter Backups
aulierhalb des Aufbewahr
ungszeitraums.

Aufbewahrung von Backup 7 Die Anzahl der Tage, flr

(Tage) die vom Benutzer initiierte
Backups aufbewahrt werden
sollen. Die Lambda-Funktion
|I6scht vom Benutzer initiiert
e Backups, die alter als diese
Anzahl von Tagen sind.

Name fur Backups vom Benutzer geplante Der Name fur diese
Backups Backups, der in der Spalte
Backup-Name der Amazon
FSx for Lustre-Managementk
onsole angezeigt wird.

Backup-Benachrichtigungen  Ja Wahlen Sie aus, ob Sie
benachrichtigt werden
mdchten, wenn Backups
erfolgreich initiiert wurden.
Bei einem Fehler wird immer
eine Benachrichtigung
gesendet.
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Parameter Standard Beschreibung

E-Mail-Adresse Kein Standardwert Die E-Mail-Adresse, um die
SNS-Benachrichtigungen zu
abonnieren.

Wahlen Sie Weiter.
4. Wabhlen Sie unter Optionen die Option Weiter aus.

5. Uberpriifen und bestatigen Sie die Einstellungen zur Uberpriifung. Sie miissen das
Kontrollkastchen aktivieren, das bestatigt, dass die Vorlage IAM-Ressourcen erstellt.

6. Wahlen Sie Create aus, um den Stack bereitzustellen.

Sie kdnnen den Status des Stacks in der CloudFormation Konsole in der Spalte Status einsehen. In
etwa funf Minuten sollte der Status CREATE_COMPLETE angezeigt werden.

Zusatzliche Optionen

Sie kénnen die mit dieser Lésung erstellte Lambda-Funktion verwenden, um benutzerdefinierte
geplante Backups von mehr als einem Amazon FSx for Lustre-Dateisystem durchzufihren.

Die Dateisystem-ID wird im Eingabe-JSON FSx flir das CloudWatch Ereignis an die Amazon

for Lustre-Funktion Ubergeben. Das Standard-JSON, das an die Lambda-Funktion Gbergeben

wird, lautet wie folgt, wobei die Werte flir FileSystemId und aus den Parametern tibergeben
SuccessNotification werden, die beim Starten des CloudFormation Stacks angegeben wurden.

{
"start-backup": "true",
"purge-backups": "true",
"filesystem-id": "${FileSystemId}",
"notify_on_success": "${SuccessNotification}"
}

Um Backups fur ein zusatzliches Amazon FSx for Lustre-Dateisystem zu planen, erstellen

Sie eine weitere CloudWatch Ereignisregel. Dazu verwenden Sie die Schedule-Ereignisquelle
mit der von dieser Losung erstellten Lambda-Funktion als Ziel. Wahlen Sie unter Eingabe
konfigurieren die Option Constant (JSON-Text) aus. Ersetzen Sie fur die JSON-Eingabe einfach
die Dateisystem-ID des Amazon FSx for Lustre-Dateisystems, das gesichert werden soll, anstelle
von${FileSystemId}. Ersetzen Sie auBerdem No im obigen JSON-Code entweder Yes oder
anstelle von${SuccessNotification}.
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Alle zusatzlichen CloudWatch Event-Regeln, die Sie manuell erstellen, gehéren nicht zum Paket der
individuell geplanten Backup-Lésungen von Amazon FSx for Lustre CloudFormation . Sie werden
also nicht entfernt, wenn Sie den Stack |6schen.
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Dokumentverlauf

* API-Version: 01.03.2018

» Letzte Aktualisierung der Dokumentation: 30. September 2025

In der folgenden Tabelle werden wichtige Anderungen am Amazon FSx for Lustre-Benutzerhandbuch
beschrieben. Um Benachrichtigungen tiber Dokumentationsaktualisierungen zu erhalten, kébnnen Sie

den RSS-Feed abonnieren.

Anderung

Zusatzliche AWS-Regio
n Unterstitzung fur den
Bereitstellungstyp Persistent 2

hinzugeflgt

LustreClient-Unterstlitzung
fir Ubuntu 24 Kernel 6.14.0

hinzugeflgt

LustreClient-Unterstutzung fur
Amazon Linux 2023 Kernel
6.12 hinzugefligt

Beschreibung

Persistent 2 SSD FSx flr
Lustre-Dateisysteme sind jetzt
in der lokalen Zone USA West
(Phoenix) verfugbar. Weitere
Informationen finden Sie unter
Verfligbarkeit der Bereitste

llungstypen.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Ubuntu
24.04 Kernel 6.14.0 ausgefiuhr
t wird. Weitere Informationen

finden Sie unter Installation

des Clients. Lustre

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Amazon
Linux 2023 Kernel 6.12
ausgefuhrt wird. Weitere
Informationen finden Sie unter
Installation des Lustre Clients.

Datum

30. September 2025

24. September 2025

9. September 2025
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Zusatzliche AWS-Region
Unterstitzung hinzugefigt

Amazon hat die von Amazon
FSx ServiceRolePolicy AWS
verwaltete Richtlinie FSx
aktualisiert

LustreClient-Unterstutzung
fUr Rocky Linux und Red Hat
Enterprise Linux (RHEL) 9.6

hinzugefigt

FSx Dateisysteme flr Lustre
sind jetzt im asiatisch-pazifisc
hen Raum (Taipeh) verfigbar
. Weitere Informationen finden
Sie unter Verfugbarkeit der
Bereitstellungstypen.

Amazon FSx hat dem Amazon
die ec2:UnassignIpv6Ad
dresses Berechtigungen
ec2:AssignIpv6Addr
esses und hinzugefu

gt FSxServiceRolePolicy.
Weitere Informationen finden
Sie unter FSx Amazon-Up
dates zu AWS verwalteten
Richtlinien.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Rocky
Linux und Red Hat Enterprise
Linux (RHEL) 9.6 ausgeflhrt
werden. Weitere Informationen
finden Sie unter Installation
des Lustre Clients.

18. August 2025

22. Juli 2025

1. Juli 2025
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Amazon hat die von Amazon
FSx FullAccess AWS verwaltet

Die von Amazon FSx
FullAccess verwaltete Richtlini

e Richtlinie FSx aktualisiert

Amazon hat die von Amazon
FSx ConsoleFullAccess AWS

e wurde aktualisiert, um die
fsx:DetachAndDelet
eS3AccessPoint
Berechtigungen fsx:Creat
eAndAttachS3Access
Point fsx:Descr
ibeS3AccessPointAt
tachments , und hinzuzufi
gen.

Die von Amazon FSx
ConsoleFullAccess

verwaltete Richtlinie FSx

aktualisiert

verwaltete Richtlinie

wurde aktualisiert, um die
fsx:DetachAndDelet
eS3AccessPoint
Berechtigungen fsx:Creat
eAndAttachS3Access
Point fsx:Descr
ibeS3AccessPointAt
tachments , und hinzuzufi
gen.

25. Juni 2025

25. Juni 2025
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxFullAccess
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxFullAccess
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxConsoleFullAccess
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxConsoleFullAccess

FSx fur Lustre

Lustre-Benutzerhandbuch

Support fir die Intellige

nt-Tiering-Speicherklasse
hinzugeflgt

Zusatzliche Unterstltzung
hinzugefigt AWS-Region

LustreClient-Unterstutzung fur
Ubuntu 24 hinzugeflgt

Sie kdénnen jetzt Dateisysteme
FSx fir Lustre mit der Intellige
nt-Tiering-Speicherklasse
erstellen. Intelligent-Tiering
bietet vollstandig elastischen
Speicher mit einem optionale
n SSD-Cache fir den Zugriff
auf haufig aufgerufene Daten
mit geringer Latenz. Weitere
Informationen finden Sie
unter Leistungsmerkmale der
Intelligent-Tiering-Speiche
rklasse.

FSx for Lustre-Dateisystem

e sind jetzt in Asien-Paz

ifik (Thailand) und Mexiko
(Zentral) verfligbar. Weitere
Informationen finden Sie unter
Verfligbarkeit der Bereitste

llungstypen.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Ubuntu
24.04 ausgeflhrt wird. Weitere
Informationen finden Sie unter
Installation des Clients. Lustre

29. Mai 2025

8. Mai 2025

19. Marz 2025
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/intelligent-tiering-file-systems.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/intelligent-tiering-file-systems.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/intelligent-tiering-file-systems.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Amazon hat die von Amazon
FSx ConsoleReadOnlyAccess
AWS verwaltete Richtlinie FSx
aktualisiert

Support fir das Upgrade der

Lustre-Version hinzugefugt

Amazon hat die von Amazon
FSx ConsoleFullAccess AWS
verwaltete Richtlinie FSx

aktualisiert

Zusatzliche AWS-Regio
n Unterstutzung fur den
Bereitstellungstyp Persistent 2

hinzugefigt

Amazon hat die FSx
ConsoleReadOnlyAcc

ess Amazon-Richtlinie

FSx aktualisiert, um die
ec2:DescribeNetwor
kInterfaces Genehmigu
ng hinzuzufliigen. Weitere
Informationen finden Sie in
der FSxConsoleReadOnly
AccessAmazon-Richtlinie.

Sie kdnnen jetzt die Lustre-
Version lhres FSx for Lustre-
Dateisystems auf eine neuere
Version aktualisieren. Weitere
Informationen finden Sie unter
Lustre-Version verwalten.

Amazon hat die FSx
ConsoleFullAccess Amazon-
Richtlinie FSx aktualisiert, um
die ec2:DescribeNetwor
kInterfaces Genehmigu
ng hinzuzufugen. Weitere
Informationen finden Sie in

der FSxConsoleFullAcce

ssAmazon-Richtlinie.

Persistent 2 SSD FSx fur
Lustre-Dateisysteme sind
jetzt im asiatisch-pazifisc

hen Raum (Malaysia) AWS-
Region erhaltlich. Weitere
Informationen finden Sie unter
Verflgbarkeit der Bereitste

llungstypen.

25. Februar 2025

12. Februar 2025

7. Februar 2025

2. Januar 2025
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxConsoleReadOnlyAccess
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxConsoleReadOnlyAccess
https://docs.aws.amazon.com/fsx/latest/LustreGuide/managing-lustre-version.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxConsoleFullAccess
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxConsoleFullAccess
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions

FSx fur Lustre

Lustre-Benutzerhandbuch

LustreClient-Unterstlitzung
fir Rocky Linux und Red Hat
Enterprise Linux (RHEL) 9.5

hinzugeflgt

Support fur EFA hinzugefligt

Zusatzliche AWS-Regio
n Unterstitzung fur den

Bereitstellungstyp Persistent 2

hinzugeflgt

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Rocky
Linux und Red Hat Enterprise
Linux (RHEL) 9.5 ausgeflhrt
werden. Weitere Informationen
finden Sie unter Installation
des Lustre Clients.

Sie kdnnen jetzt ein Dateisyst
em FSx fur Lustre Persistent
2 mit Unterstitzung fur Elastic
Fabric Adapter (EFA) erstellen
, das eine hohere Netzwerkl
eistung fur Client-Instances
bietet, die EFA unterstiutzen.
Durch die Aktivierung von
EFA werden auch GPUDirect
Storage (GDS) und ENA
Express unterstutzt. Weitere
Informationen finden Sie unter
Arbeiten mit EFA-fahigen
Dateisystemen.

Persistent 2 SSD FSx flr
Lustre-Dateisysteme sind
jetzt in den USA West
(Nordkalifornien) AWS-
Region verfligbar. Weitere
Informationen finden Sie unter
Verfligbarkeit der Bereitste

llungstypen.

26. Dezember 2024

27. November 2024

27. November 2024

416


https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/efa-file-systems.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions

FSx fur Lustre

Lustre-Benutzerhandbuch

LustreClient-Unterstlitzung
fur Ubuntu 22 Kernel 6.8.0

hinzugeflgt

Support flr zusatzliche
CloudWatch Amazon-Metriken
und ein verbessertes Monitorin

g-Dashboard hinzugefligt

Zusatzliche AWS-Regio
n Unterstitzung fur den
Bereitstellungstyp Persistent 2

hinzugeflgt

LustreClient-Unterstlitzung
fur Ubuntu 22 Kernel 6.5.0

hinzugeflgt

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Ubuntu
22.04 Kernel 6.8.0 ausgefihr
t wird. Weitere Informationen
finden Sie unter Installation
des Clients. Lustre

FSx for Lustre bietet jetzt
zusatzliche Netzwerk-,
Leistungs- und Speicherm
etriken sowie ein erweitert
es Monitoring-Dashboard fir
einen besseren Einblick in
die Dateisystemaktivitaten.
Weitere Informationen finden
Sie unter Uberwachung mit
Amazon CloudWatch.

Persistent 2 SSD FSx fir
Lustre-Dateisysteme sind jetzt
in der lokalen Zone USA Ost
(Dallas) verfugbar. Weitere
Informationen finden Sie unter
Verfligbarkeit der Bereitste

llungstypen.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Ubuntu
22.04 Kernel 6.5.0 ausgefihr
t wird. Weitere Informationen
finden Sie unter Installation
des Clients. Lustre

8. November 2024

25. September 2024

20. September 2024

1. August 2024
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/monitoring-cloudwatch.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/monitoring-cloudwatch.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx fur Lustre

Lustre-Benutzerhandbuch

LustreClient-Unterstutzung fur
CentOS, Rocky Linux und Red

Hat Enterprise Linux (RHEL)
8.10 hinzugefligt

Support zur Steigerung der
Metadaten-Performance

hinzugeflgt

Zusatzliche AWS-Regio
n Unterstitzung fur den
Bereitstellungstyp Persistent 2

hinzugeflgt

LustreClient-Unterstlitzung
fir Rocky Linux und Red Hat
Enterprise Linux (RHEL) 9.4

hinzugeflgt

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen CentOS,
Rocky Linux und Red Hat
Enterprise Linux (RHEL) 8.10
ausgefiuhrt werden. Weitere
Informationen finden Sie unter

Installation des Clients. Lustre

Sie kdnnen jetzt ein Dateisyst
em FSx fur Lustre Persisten

t 2 mit einer Metadaten
konfiguration erstellen, die
die Moglichkeit bietet, die
Metadaten-Performance zu
erhdéhen. Weitere Informati
onen finden Sie unter Leistung
von Dateisystem-Metadaten
und Verwaltung der Leistung
von Metadaten.

Persistent 2 SSD FSx flr
Lustre-Dateisysteme sind jetzt
in der lokalen Zone USA Ost
(Atlanta) verfligbar. Weitere
Informationen finden Sie unter
Verfligbarkeit der Bereitste

llungstypen.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Rocky
Linux und Red Hat Enterprise
Linux (RHEL) 9.4 ausgeflhrt
werden. Weitere Informationen
finden Sie unter Installation
des Lustre Clients.

18. Juni 2024

6. Juni 2024

29. Mai 2024

16. Mai 2024
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/performance.html#dne-metadata-performance
https://docs.aws.amazon.com/fsx/latest/LustreGuide/performance.html#dne-metadata-performance
https://docs.aws.amazon.com/fsx/latest/LustreGuide/managing-metadata-performance.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/managing-metadata-performance.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Zusatzliche AWS-Regio
n Unterstitzung fur den
Bereitstellungstyp Persistent 2

hinzugeflgt

LustreClient-Unterstutzung fur
Amazon Linux 2023 hinzugefi

gt

LustreClient-Unterstutzung fur
CentOS, Rocky Linux und Red

Hat Enterprise Linux (RHEL)
8.9 hinzugefligt

Persistent 2 SSD FSx flr
Lustre-Dateisysteme sind jetzt
in Kanada West (Calgary)
erhaltlich. AWS-Region
Weitere Informationen finden
Sie unter Verfugbarkeit der
Bereitstellungstypen.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Amazon
Linux 2023 ausgefihrt wird.
Weitere Informationen finden
Sie unter Installation des

Lustre Clients.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen CentOS,
Rocky Linux und Red Hat
Enterprise Linux (RHEL) 8.9
ausgefiuhrt werden. Weitere
Informationen finden Sie unter
Installation des Clients. Lustre

3. Mai 2024

25. Marz 2024

9. Januar 2024
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Amazon hat die von Amazon
FSx FullAccess FSxConsol
eFullAccess, Amazon FSx
ReadOnlyAccess FSxConsol

eReadOnlyAccess, Amazon
und Amazon FSx ServiceRo
lePolicy AWS verwalteten
Richtlinien FSx aktualisiert

LustreClient-Unterstutzung
fur Rocky Linux und Red Hat
Enterprise Linux (RHEL) 9.0
und 9.3 hinzugefugt

Amazon FSx for Lustre

hat die von Amazon FSx

FullAccess und von Amazon

FSx ConsoleFullAccess

AWS verwalteten Richtlinien

aktualisiert

Amazon hat die FSx
ServiceRolePolicy Richtlinien
von Amazon FSx FullAcces
s FSxConsoleFullAcce

ss, Amazon FSxReadOn
lyAccess, Amazon FSxConsol
eReadOnlyAccess, Amazon
und Amazon FSx aktualisi
ert, um die ec2:GetSe
curityGroupsForVpc
Genehmigung hinzuzufliigen.
Weitere Informationen finden
Sie unter FSx Amazon-Up
dates zu AWS verwalteten

Richtlinien.

Der FSx for Lustre-Client
untersttzt jetzt EC2 Amazon-
Instances, auf denen Rocky
Linux und Red Hat Enterpris
e Linux (RHEL) 9.0 und 9.3
ausgefiuhrt werden. Weitere
Informationen finden Sie unter
Installation des Lustre Clients.

Amazon hat die FSx
ConsoleFullAccess Richtlini
en von Amazon FSx FullAcces
s und Amazon FSx aktualisi
ert, um die ManageCro
ssAccountDataRepli
cation Aktion hinzuzufi
gen. Weitere Informationen
finden Sie unter FSx Amazon-
Updates zu AWS verwalteten
Richtlinien.

9. Januar 2024

20. Dezember 2023

20. Dezember 2023
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates

FSx fur Lustre

Lustre-Benutzerhandbuch

Amazon hat die von Amazon

FSx FullAccess und von
Amazon FSx ConsoleFu
lIAccess AWS verwalteten
Richtlinien FSx aktualisiert

Support fur die Skalierung der

Durchsatzkapazitat hinzugefu
gt

Amazon hat die von Amazon

FSx FullAccess und von

Amazon FSx ConsoleFu

lIAccess AWS verwalteten
Richtlinien FSx aktualisiert

Amazon hat die FSx
ConsoleFullAccess Richtlini
en von Amazon FSx FullAcces
s und Amazon FSx aktualisi
ert, um die fsx:CopyS
napshotAndUpdateVo
lume Genehmigung
hinzuzufligen. Weitere
Informationen finden Sie unter
FSx Amazon-Updates zu AWS
verwalteten Richtlinien.

Sie koénnen jetzt die Durchsatz
kapazitat fur bestehend

e persistente SSD-basie

rte Dateisysteme FSx flr
Lustre andern, wenn sich

Ihre Durchsatzanforderungen
andern. Weitere Informationen
finden Sie unter Verwaltung
der Durchsatzkapazitat.

Amazon hat die FSx
ConsoleFullAccess Richtlini
en von Amazon FSx FullAcces
s und Amazon FSx aktualisi
ert, um die fsx:Updat
eSharedVPCConfigur
ation Berechtigungen
fsx:DescribeShared
VPCConfiguration

und hinzuzufiigen. Weitere
Informationen finden Sie unter
FSx Amazon-Updates zu AWS
verwalteten Richtlinien.

26. November 2023

16. November 2023

14. November 2023
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/managing-throughput-capacity.html
https://docs.aws.amazon.com/fsx/latest/WindowsGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/WindowsGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/WindowsGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates

FSx fur Lustre

Lustre-Benutzerhandbuch

Support fur Projektkontingente

hinzugeflgt

Support flr Lustre Version
2.15 hinzugefligt

Zusatzliche AWS-Regio
n Unterstitzung fur den
Bereitstellungstyp Persistent 2

hinzugeflgt

Sie kdnnen jetzt Speicherk
ontingente fir Projekte
erstellen. Ein Projektko
ntingent gilt fur alle Dateien
oder Verzeichnisse, die einem
Projekt zugeordnet sind.
Weitere Informationen finden
Sie unter Speicherkontingente.

Alle FSx for Lustre-Da
teisysteme basieren jetzt auf
Lustre Version 2.15, wenn

sie mit der FSx Amazon-Ko
nsole erstellt wurden. Weitere
Informationen finden Sie unter
Schritt 1: Erstellen Sie lhr
Amazon FSx for Lustre-Da

teisystem.

Persistent 2 FSx fur Lustre-
Dateisysteme sind jetzt in
Israel (Tel Aviv) AWS-Regio
n verfligbar. Weitere Informati

onen finden Sie unter Bereitste

llungsoptionen FSx flir Lustre-
Dateisysteme.

29. August 2023

29. August 2023

24. August 2023
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/lustre-quotas.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/getting-started-step1.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/getting-started-step1.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/getting-started-step1.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Support fir Release-D
aten-Repository-Aufgaben

hinzugeflgt

Amazon hat die von Amazon
FSx ServiceRolePolicy AWS
verwaltete Richtlinie FSx
aktualisiert

Amazon hat die von Amazon
FSx FullAccess AWS verwaltet
e Richtlinie FSx aktualisiert

FSx for Lustre bietet jetzt
Release-Daten-Repository-
Aufgaben zur Freigabe
archivierter Dateien aus einem
Dateisystem, das mit einem
S3-Datenrepository verknuipft
ist. Beim Freigeben einer Datei
werden die Dateiliste und die
Metadaten beibehalten, die
lokale Kopie des Dateiinhalts
wird jedoch entfernt. Weitere
Informationen finden Sie unter
Verwenden von Datenrepo

sitory-Aufgaben zur Freigabe

von Dateien.

Amazon hat die cloudwatc
h:PutMetricData
Genehmigung im Amazon
FSx aktualisiert FSxServic
eRolePolicy. Weitere Informati
onen finden Sie unter FSx
Amazon-Updates zu AWS
verwalteten Richtlinien.

Amazon hat die FSx FullAcces
s Amazon-Richtlinie FSx
aktualisiert, um die fsx:*
Genehmigung zu entfernen
und bestimmte fsx Aktionen
hinzuzufugen. Weitere
Informationen finden Sie in
den FSx FullAccess Richtlinien
von Amazon.

9. August 2023

24. Juli 2023

13. Juli 2023
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/release-files-task.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/release-files-task.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/release-files-task.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-updates
https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxFullAccess

FSx fur Lustre

Lustre-Benutzerhandbuch

Amazon hat die von Amazon
FSx ConsoleFullAccess AWS
verwaltete Richtlinie FSx

aktualisiert

LustreClient-Unterstltzung fur
CentOS, Rocky Linux und Red
Hat Enterprise Linux (RHEL)
8.8 hinzugefugt

Support fur Autolmport und

AutoExport Metriken hinzugefu

gt

Amazon hat die FSx
ConsoleFullAccess Amazon-
Richtlinie FSx aktualisiert,
um die fsx:* Genehmigung
zu entfernen und bestimmte
fsx Aktionen hinzuzufiigen.
Weitere Informationen finden
Sie in den FSx ConsoleFu
lIAccess Richtlinien von
Amazon.

Der FSx for Lustre-Client
untersttzt jetzt EC2 Amazon-
Instances, auf denen CentOS,
Rocky Linux und Red Hat
Enterprise Linux (RHEL) 8.8
ausgefiuhrt werden. Weitere
Informationen finden Sie unter
Installation des Clients. Lustre

FSx for Lustre bietet jetzt
CloudWatch Amazon-
Metriken, die automatis

che Import- und Exportakt
ualisierungen fur Dateisyst
eme Uberwachen, die mit
Datenrepositorys verknuipft
sind. Weitere Informationen
finden Sie unter Uberwachung

mit Amazon CloudWatch.

13. Juli 2023

25. Mai 2023

31. Marz 2023
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxConsoleFullAccess
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/monitoring-cloudwatch.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/monitoring-cloudwatch.html

FSx fur Lustre

Lustre-Benutzerhandbuch

DRA-Unterstltzung fir die
Bereitstellungstypen Persistent
1 und Scratch 2 hinzugefugt

LustreClient-Unterstutzung fur
CentOS, Rocky Linux und Red
Hat Enterprise Linux (RHEL)
8.7 hinzugefligt

Zusatzliche AWS-Regio
n Unterstitzung fur den
Bereitstellungstyp Persistent 2

hinzugeflgt

Sie kdénnen jetzt Datenrepo
sitory-Verknlpfungen erstellen
, um Datenrepositorys mit
Lustre 2.12-Dateisystemen
mit den Bereitstellungstyp

en Persistent 1 oder Scratch
2 zu verknupfen. Weitere
Informationen finden Sie unter
Verwenden von Datenrepo
sitorys mit Amazon FSx for
Lustre.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen CentOS,
Rocky Linux und Red Hat
Enterprise Linux (RHEL) 8.7
ausgefiuhrt werden. Weitere
Informationen finden Sie unter
Installation des Clients. Lustre

Persistent 2 SSD der nachsten
Generation FSx fur Lustre-Da
teisysteme sind jetzt in Europa
(Stockholm), im asiatisch-
pazifischen Raum (Hongkong),
im asiatisch-pazifischen Raum
(Mumbai) und im asiatisch
-pazifischen Raum (Seoul)
erhaltlich. AWS-Regionen
Weitere Informationen finden
Sie unter Bereitstellungsopt
ionen FSx fur Lustre-Da

teisysteme.

29. Marz 2023

5. Dezember 2022

10. November 2022
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/fsx-data-repositories.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/fsx-data-repositories.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/fsx-data-repositories.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html

FSx fur Lustre

Lustre-Benutzerhandbuch

LustreClient-Unterstutzung fur
CentOS, Rocky Linux und Red

Hat Enterprise Linux (RHEL)
8.6 hinzugefligt

LustreClient-Unterstutzung fur
Ubuntu 2.2 hinzugeflgt

LustreClient-Unterstutzung fur
Rocky Linux hinzugefligt

Support fUr Lustre Root
Squash hinzugeflgt

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen CentOS,
Rocky Linux und Red Hat
Enterprise Linux (RHEL) 8.6
ausgefiuhrt werden. Weitere
Informationen finden Sie unter
Installation des Clients. Lustre

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Ubuntu
22.04 ausgeflhrt wird. Weitere
Informationen finden Sie unter
Installation des Lustre Clients.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen Rocky
Linux ausgefuihrt wird. Weitere
Informationen finden Sie unter
Installation des Lustre Clients.

Sie kdnnen jetzt die Lustre
Root-Squash-Funkti

on verwenden, um den

Zugriff auf Root-Ebene von
Clients einzuschranken,

die versuchen, als Root

auf |hr FSx for Lustre-Da
teisystem zuzugreifen. Weitere
Informationen finden Sie unter
LustreRoot Squash.

8. September 2022

28. Juli 2022

8. Juli 2022

25. Mai 2022
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/root-squash.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Zusatzliche AWS-Regio
n Unterstitzung fur den
Bereitstellungstyp Persistent 2

hinzugeflgt

Support flr die Migration von
Dateien AWS DataSync zu
Ihren Amazon FSx for Lustre-
Dateisystemen hinzugeflgt.

Support fir AWS PrivateLink
Schnittstellen-VPC-Endpunkte

hinzugeflgt

Persistent 2 SSD der nachsten
Generation FSx fur Lustre-Da
teisysteme sind jetzt in Europa
(London), im asiatisch-pazifisc
hen Raum (Singapur) und im
asiatisch-pazifischen Raum
(Sydney) erhaltlich. AWS-
Regionen Weitere Informati

onen finden Sie unter Bereitste

llungsoptionen FSx flir Lustre-
Dateisysteme.

Sie kdnnen es jetzt verwenden
AWS DataSync , um Dateien
von vorhandenen Dateisyst
emen zu FSx for Lustre-Da
teisystemen zu migrieren.
Weitere Informationen finden
Sie unter So migrieren Sie
vorhandene Dateien zu FSx
for Lustre. AWS DataSync

Sie kdénnen jetzt Schnittstellen
VPC-Endpunkte verwenden,
um von lhrer VPC aus auf die
FSx Amazon-API zuzugreifen,
ohne Datenverkehr tUber das

Internet zu senden. Weitere
Informationen finden Sie unter
Amazon FSx und Interface
VPC-Endpoints.

19. April 2022

5. April 2022

5. April 2022
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/migrating-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/migrating-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/migrating-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/fsx-vpc-endpoints.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/fsx-vpc-endpoints.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Support fur Lustre DRA
Queuing hinzugefligt

LustreClient-Unterstutzung fur
CentOS und Red Hat Enterpris

e Linux (RHEL) 8.5 hinzugefl
gt

Sie kdnnen jetzt eine DRA
(Data Repository Associati
on) erstellen, wenn Sie ein
FSx for Lustre-Dateisystem
erstellen. Die Anfrage wird in
die Warteschlange gestellt und
der DRA wird erstellt, sobald
das Dateisystem verfligbar ist.
Weitere Informationen finden
Sie unter Verknupfen lhres
Dateisystems mit einem S3-
Bucket.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen CentOS
und Red Hat Enterprise

Linux (RHEL) 8.5 ausgeflhrt
werden. Weitere Informationen
finden Sie unter Installation
des Clients. Lustre

28. Februar 2022

20. Dezember 2021

428


https://docs.aws.amazon.com/fsx/latest/LustreGuide/create-dra-linked-data-repo.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/create-dra-linked-data-repo.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/create-dra-linked-data-repo.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Support flr den Export von

Anderungen aus FSx for
Lustre in ein Linked Data

Repository

Support fur Lustre Logging
hinzugeflgt

Sie kénnen Lustre jetzt

so konfigurieren FSx ,

dass neue, geanderte und
geldschte Dateien automatis
ch aus lhrem Dateisystem

in ein verknlpftes Amazon

S3 S3-Daten-Repository
exportiert werden. Sie kénnen
Datenrepository-Aufgaben
verwenden, um Daten und
Metadatenanderungen in

das Daten-Repository zu
exportieren. Sie kénnen auch
Links zu mehreren Datenrepo
sitorys konfigurieren. Weitere
Informationen finden Sie unter
Exportieren von Anderungen
in das Datenrepository.

Sie kdnnen jetzt so konfiguri
eren FSx , dass Lustre Fehler-
und Warnereignisse flr
Datenrepositorys, die mit
Ihrem Dateisystem verknupft
sind, in Amazon CloudWatc

h Logs protokolliert. Weitere
Informationen finden Sie unter
Protokollierung mit Amazon
CloudWatch Logs.

30. November 2021

30. November 2021
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/export-changed-data-meta-dra.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/export-changed-data-meta-dra.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/cw-event-logging.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/cw-event-logging.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Persistente SSD-Dateisysteme
unterstitzen einen hoheren
Durchsatz und eine geringere
Speicherkapazitat

Support flr Lustre Version
2.12 hinzugefligt

LustreClient-Unterstutzung fur
CentOS und Red Hat Enterpris

e Linux (RHEL) 8.4 hinzugefl
gt

Persistent SSD FSx flr Lustre-
Dateisysteme der nachsten
Generation bieten Optionen flr
hoheren Durchsatz und eine
geringere Mindestspeicherkap
azitat. Weitere Informationen
finden Sie unter Bereitste
llungsoptionen FSx flir Lustre-
Dateisysteme.

Sie kdnnen jetzt Lustre
Version 2.12 wahlen, wenn Sie
ein FSx for Lustre-Dateisystem
erstellen. Weitere Informati
onen finden Sie unter Schritt 1:
Erstellen Sie Ihr Amazon FSx
for Lustre-Dateisystem.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen CentOS
und Red Hat Enterprise

Linux (RHEL) 8.4 ausgeflhrt
werden. Weitere Informationen
finden Sie unter Installation
des Clients. Lustre

30. November 2021

5. Oktober 2021

9. Juni 2021

430


https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/getting-started-step1.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/getting-started-step1.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/getting-started-step1.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Support fir Datenkomp
rimierung hinzugefligt

Support flr das Kopieren von

Backups hinzugefugt

LustreClient-Unterstutzung fur
Lustre Dateisatze

Sie kdnnen jetzt die
Datenkomprimierung aktiviere
n, wenn Sie ein FSx for
Lustre-Dateisystem erstellen

. Sie kdnnen die Datenkomp
rimierung auch flr ein
vorhandenes FSx for Lustre-
Dateisystem aktivieren

oder deaktivieren. Weitere
Informationen finden Sie unter
LustreDatenkomprimierung.

Sie kdnnen jetzt Amazon
verwenden FSx , um Backups
innerhalb derselben AWS-
Konto auf eine andere AWS-
Region (regionstbergrei

fende Kopien) oder innerhalb
derselben AWS-Region
(regionsinterne Kopien) zu
kopieren. Weitere Informati
onen finden Sie unter Backups

kopieren.

Der FSx for Lustre-Client
unterstitzt jetzt die Verwendun
g von Dateisatzen, um nur
eine Teilmenge des Dateisyst
em-Namespaces einzuhang
en. Weitere Informationen

finden Sie unter Mounten

bestimmter Dateisatze.

27. Mai 2021

12. April 2021

18. Marz 2021
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/data-compression.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-backups-fsx.html#copy-backups
https://docs.aws.amazon.com/fsx/latest/LustreGuide/mounting-from-fileset.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/mounting-from-fileset.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/mounting-from-fileset.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Support flr den Zugriff von

Clients Uber nicht private IP-
Adressen hinzugefigt

LustreClient-Unterstutzung fur
ARM-basiertes CentOS 7.9

hinzugeflgt

LustreClient-Unterstutzung fur
CentOS und Red Hat Enterpris

e Linux (RHEL) 8.3 hinzugefl
gt

Support fur die Skalierung
von Speicher- und Durchsatz
kapazitat hinzugefugt

Sie kbnnen von einem lokalen
Client aus mit nicht-privaten
IP-Adressen auf Lustre-
Dateisysteme zugreifen

FSx . Weitere Informationen
finden Sie unter Mounten

von Amazon FSxDateis
ystemen vor Ort oder Uber
eine Peering-Amazon-VPC.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen CentOS
7.9 auf ARM-Basis ausgefuhr
t wird. Weitere Informationen

finden Sie unter Installation

des Clients. Lustre

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen CentOS
und Red Hat Enterprise

Linux (RHEL) 8.3 ausgeflhrt
werden. Weitere Informationen
finden Sie unter Installation
des Clients. Lustre

Sie kdnnen jetzt die Speicher-
und Durchsatzkapazitat
vorhandener Dateisysteme
FSx fur Lustre erhdhen,

wenn sich lhre Speicher- und
Durchsatzanforderungen
andern. Weitere Informationen
finden Sie unter Speicher- und
Durchsatzkapazitat verwalten.

17. Dezember 2020

17. Dezember 2020

16. Dezember 2020

24. November 2020
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/mounting-on-premises.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/mounting-on-premises.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/mounting-on-premises.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/managing-storage-capacity.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/managing-storage-capacity.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Support flr Speicherk
ontingente hinzugeflgt

Amazon FSx ist jetzt integriert
in AWS Backup

Support fir die HDD-Speic

heroptionen (Festplattenlaufwe

rk) hinzugefugt

Sie kdnnen jetzt Speicherk
ontingente fir Benutzer und
Gruppen erstellen. Speicherk
ontingente begrenzen

den Speicherplatz und die
Anzahl der Dateien, die ein
Benutzer oder eine Gruppe
auf lhrem FSx for Lustre-
Dateisystem nutzen kann.
Weitere Informationen finden

Sie unter Speicherkontingente.

Sie kdénnen jetzt zusatzlich
AWS Backup zur Verwendun
g der nativen FSx Amazon-Ba
ckups Ihre FSx Dateisysteme
sichern und wiederherstellen.
Weitere Informationen finden
Sie unter Verwenden AWS
Backup mit Amazon FSx.

Zusatzlich zur SSD-Speic
heroption (Solid State Drive)
unterstitzt Lustre jetzt

die Speicheroption HDD
(Festplattenlaufwerk). FSx Sie
kénnen |hr Dateisystem so
konfigurieren, dass HDD fiir
durchsatzintensive Workloads
verwendet wird, bei denen

es in der Regel um grole,
sequentielle Dateioperationen
geht. Weitere Informationen
finden Sie unter Mehrere
Speicheroptionen.

9. November 2020

9. November 2020

12. August 2020
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/lustre-quotas.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-backups-fsx.html#aws-backup-and-fsx
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-backups-fsx.html#aws-backup-and-fsx
https://docs.aws.amazon.com/fsx/latest/LustreGuide/what-is.html#storage-options
https://docs.aws.amazon.com/fsx/latest/LustreGuide/what-is.html#storage-options
https://docs.aws.amazon.com/fsx/latest/LustreGuide/what-is.html#storage-options

FSx fur Lustre

Lustre-Benutzerhandbuch

Support flr den Import von
Anderungen im Linked Data
Repository in FSx for Lustre

LustreClient-Unterstlitzung
fir SUSE Linux SP4 und
hinzugefliigt SP5

LustreClient-Unterstutzung fur

CentOS und Red Hat Enterpris

e Linux (RHEL) 8.2 hinzugefl
gt

Sie kénnen |hr FSx for Lustre-
Dateisystem jetzt so konfiguri
eren, dass neue Dateien,

die nach der Erstellung des
Dateisystems zu einem Linked
Data Repository hinzugefi

gt wurden, und Dateien, die
sich dort geandert haben,
automatisch importiert werden.
Weitere Informationen finden
Sie unter Automatisches
Importieren von Updates aus
dem Daten-Repository.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen SUSE
Linux SP4 ausgefihrt wird
und. SP5 Weitere Informati
onen finden Sie unter Installat
ion des Lustre Clients.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, auf denen CentOS
und Red Hat Enterprise

Linux (RHEL) 8.2 ausgeflhrt
werden. Weitere Informationen
finden Sie unter Installation
des Clients. Lustre

23. Juli 2020

20. Juli 2020

20. Juli 2020
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/autoimport-data-repo.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/autoimport-data-repo.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/autoimport-data-repo.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Support flr automatische und

manuelle Dateisystem-Backup

s hinzugefugt

Zwei neue Bereitstellungstyp

en fur Dateisysteme wurden

veroffentlicht

Support fir POSIX-Metadaten
hinzugeflgt

Sie kdénnen jetzt automatis
che tagliche Backups und
manuelle Backups von
Dateisystemen erstellen, die
nicht mit einem dauerhaft
en Amazon S3 S3-Daten-
Repository verknupft sind.
Weitere Informationen
finden Sie unter Arbeiten mit

Sicherungen.

Scratch-Dateisysteme sind

fur die temporare Speicheru
ng und kurzfristigere Verarbeit
ung von Daten konzipier

t. Persistente Dateisyst

eme sind fur die langerfri

stige Speicherung und fir
Workloads konzipiert. Weitere
Informationen finden Sie
unter FSx Lustre-Bereitstell

ungsoptionen.

FSx for Lustre behalt die
zugehdrigen POSIX-Met
adaten bei, wenn Dateien in
ein verknupftes dauerhaftes
Daten-Repository auf Amazon
S3 importiert und exportiert
werden. Weitere Informationen
finden Sie unter Unterstiutzung
von POSIX-Metadaten fir
Datenrepositorys.

23. Juni 2020

12. Februar 2020

23. Dezember 2019
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-backups-fsx.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-backups-fsx.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#lustre-deployment-types
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#lustre-deployment-types
https://docs.aws.amazon.com/fsx/latest/LustreGuide/posix-metadata-support.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/posix-metadata-support.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Neue Funktion fur Datenrepo

sitory-Aufgaben veroéffentlicht

Zusatzliche AWS-Region
Unterstitzung hinzugefigt

Zusatzliche Unterstltzung
hinzugefigt AWS-Region

LustreKundenunterstutzung

fir und hinzugefiigt Amazon

LinuxAmazon Linux 2

Sie kdénnen jetzt mithilfe

von Datenrepository-Au
fgaben geanderte Daten

und zugehdrige POSIX-Met
adaten in ein verknupftes
dauerhaftes Daten-Repository
auf Amazon S3 exportieren.
Weitere Informationen finden
Sie unter Aufgaben im Daten-

Repository.

FSx for Lustre ist jetzt in

der Region AWS-Region
Europa (London) verfigbar

. Informationen zu FSx den
regionsspezifischen Grenzwert

en von Lustre finden Sie unter
Grenzwerte.

FSx for Lustre ist jetzt im
asiatisch-pazifischen Raum
(Singapur) AWS-Region
erhaltlich. Informationen zu

FSx den regionsspezifischen

Grenzwerten von Lustre finden

Sie unter Grenzwerte.

Der FSx for Lustre-Client
unterstitzt jetzt EC2 Amazon-
Instances, die ausgefuhr

t werden Amazon Linux
undAmazon Linux 2. Weitere
Informationen finden Sie unter
Installation des Lustre Clients.

23. Dezember 2019

9. Juli 2019

26. Juni 2019

11. Marz 2019
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/data-repository-tasks.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/data-repository-tasks.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/limits.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/limits.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/limits.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/limits.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/limits.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/limits.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/limits.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/limits.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx fur Lustre

Lustre-Benutzerhandbuch

Unterstitzung fir benutzerd
efinierte Datenexportpfade

hinzugeflgt

Das Standardlimit fir den
gesamten Speicherplatz wurde

erhoht

Amazon FSx for Lustre ist jetzt

allgemein verfligbar

Benutzer haben jetzt die
Maoglichkeit, die urspringlichen
Objekte in lnrem Amazon

S3 S3-Bucket zu Uberschre
iben oder die neuen oder
geanderten Dateien in ein

von lhnen festgelegtes Prafix
zu schreiben. Mit dieser
Option haben Sie zusatzliche
Flexibilitdt, um Lustre in lhre
Datenverarbeitungs-Workflow
s zu integrieren FSx . Weitere
Informationen finden Sie unter
Daten in Ihren Amazon S3 S3-
Bucket exportieren.

Der standardmalige
Gesamtspeicher FSx fur alle
Dateisysteme von Lustre
wurde auf 100.800 GiB erhoht.
Weitere Informationen finden
Sie unter Limits.

Amazon FSx for Lustre ist

ein vollstandig verwaltet

es Dateisystem, das flr
rechenintensive Workloads
wie Hochleistungsdaten
verarbeitung, maschinel

les Lernen und Medienver
arbeitungsworkflows optimiert
ist.

6. Februar 2019

11. Januar 2019

28. November 2018
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/fsx-data-repositories.html#export-data-repository
https://docs.aws.amazon.com/fsx/latest/LustreGuide/fsx-data-repositories.html#export-data-repository
https://docs.aws.amazon.com/fsx/latest/LustreGuide/limits.html

FSx fur Lustre Lustre-Benutzerhandbuch

Die vorliegende Ubersetzung wurde maschinell erstellt. Im Falle eines Konflikts oder eines
Widerspruchs zwischen dieser Ubersetzten Fassung und der englischen Fassung (einschlieRlich
infolge von Verzdgerungen bei der Ubersetzung) ist die englische Fassung maRgeblich.
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