adws

Guia del usuario de Lustre

FSx para Lustre

Copyright © 2026 Amazon Web Services, Inc. and/or its affiliates. All rights reserved.



FSx para Lustre Guia del usuario de Lustre

FSx para Lustre: Guia del usuario de Lustre

Copyright © 2026 Amazon Web Services, Inc. and/or its affiliates. All rights reserved.

Las marcas comerciales y la imagen comercial de Amazon no se pueden utilizar en relacion con
ningun producto o servicio que no sea de Amazon, de ninguna manera que pueda causar confusion
entre los clientes y que menosprecie o desacredite a Amazon. Todas las demas marcas registradas
que no son propiedad de Amazon son propiedad de sus respectivos propietarios, que pueden o no
estar afiliados, conectados o patrocinados por Amazon.




FSx para Lustre Guia del usuario de Lustre

Table of Contents

$QUE €S AMAZON FSX fOr LUSIIET .ooeiiiiieiee ettt e e e e e s e e e e e e e nnnneeee s 1
Multiples opciones de implementacion y clases de almacenamiento ...........ccccceeeeieeiiiieeiieeeenennnn. 2
FSx para Lustre y repositorios de datos .........ccoooiiiiiiiiiiiiiieee e 2

FSx para la integracion del repositorio de datos de Lustre S3 ..., 3

FSx para repositorios de datos locales y de LUSIIe ..........oooovmmviiiiiiiiiiiiiii e, 3
Acceso a SiStemas de @rChiVO ....... ... 3
Integraciones Con SErVICIOS AWS ... i e e e e e e e e e e e e e e e e e e e e reaaaaa—aa 4
Seguridad y CONfOrMIAAA ........ooomiieiiiice e e e e e e e e e e e e e e e e e e e e aaa . 5
10 o o 11 (o1 o] o U PSPPSR 5
Precios de Amazon FSX fOr LUSEIE ......coooiiiieeeeee e eeaaeeas 6
Foros FSX de AmMAzon fOr LUSIIE .........eeiiiiiiiiioii ettt e e e e e e e e e e 6
¢ Es la primera vez que utilizas Amazon FSxX for Lustre? ... 6

(@70] a1 i{o U] ¢=Te1 o] o [P P PP RUPOPOPPURPRPN 7

Inscribirse €N AMAazon WED SEIVICES .......uuuiiiiiiiiiiieee ettt er e e e e e aaeeaeeeeaans 7
Inscribase en una Cuenta de AWS ... e 7
Creacion de un usuario con acceso administrativo ...........ooooeeiiiiiiiiiiiiii e 8

Agregar permisos para utilizar repositorios de datos en Amazon S3 ...........ccccceiiiiiiiiiiieiieee e 9

¢, Como FSx comprueba Lustre el acceso a los depositos de S3 ..., 10

SIQUIENTE PASO ... it e et e e et e oo e e e e e e e oottt et e et a et e e e e e e e eaeeaaaaaaaeaeeeeeeraaarararraa——_ 12

] (0T [T o3 T o PP 13
REQUISITOS PrEVIOS ....eeiiiieeieie ettt e e e et e e e e e e e e et e e e e e e eesaa e e e e e eeennnaeaaeaeees 13
Paso 1: crear un sistema de archivos FSx para LUStre .............oovvviiiiiiiiiiiiiieeeeeeeeei, 14
INStalar €l ClIENTE LUSLI® ... ettt 19
Paso 3: montar el sistema de arChivos .........ccoooiiiiiiii e 20
Paso 4: ejecutar el flujo de trabajo ............ooooiiiiiieiii e —————— 22
Paso 5: LIMPIEZA A€ FECUISO ......ceieiiiiiiie ettt e e e e e e et e e e e e et et e e e e e eeeaan e e e e e eeassaaeaeaaenes 22

Opciones de clase de implementacion y almacenamiento ...............euuiiiiiiiieiiiiieeeeieeeeeeeeeeeeee 24
Sistemas de archivos PersiStENIES ... ———— 24

Tipo de implementacion Persistent 2 ...........oooorriiiiieiee e 25
Tipo de implementacion Persistent 1 ... 25
Sistemas de archivos SCratCh ..........oooo oo 25

DIFECCIONES 1P ..ottt et ettt et e e e e e e e e e e e eeaeaeeeeeeeeeeenennnes 26

FSx para las clases de almacenamiento de LUStre ... 28

Como clasifica los datos la clase de almacenamiento Intelligent-Tiering .............cccooeiiiiiiiiiinnn, 29




FSx para Lustre Guia del usuario de Lustre

Disponibilidad del tipo de implementacion ..............ouuueiiiiiiiiii e 29
WL Yo Re [ T oTors]] (o] [0 T To (=T F= | (o 1< T 33
Informacién general de l0s repositorios de datos ...............uveeiiiiiiiiiiiii e 34
Soporte regional y de cuenta para los buckets de S3 enlazados ...........ccccceevvviiiiiiiiciieeeennn. 36
Soporte de metadatos POSIX ... e e e e e e e e e e e aaaaaes 36
Exportacion de €nlaces fiSICOS .....ccocieiiiii it 38
Adjuntar permisos POSIX a un bucket de S3 ..........oiiiiiiiii 39
Vincular su sistema de archivos a un bucket de S3 ... 42
Crear un enlace a un bucket de S3 ... 45
Actualizacién de la configuracion de asociacion de repositorios de datos ... 48
Eliminacién de una asociacion a un bucket de S3 ... 49
Visualizacion de los detalles de asociacion del repositorio de datos .............coooevviiiiiiiiiiinnnnnnn. 50
Estado del ciclo de vida de la asociacion de repositorios .............coovviviiiiiiiiiiiiecee e 51
Trabajo con buckets de Amazon S3 cifrados del lado del servidor ................cooooiiiiiiiiiiiiiiinnn, 52
Importacién de cambios desde su repositorio de datos ............cccceeeeiiiiiiiiiiiiiiiieee 55
Importe automaticamente actualizaciones desde un bucketde S3 ..................c, 57
Uso de las tareas del repositorio de datos para importar los cambios ............ccccceeeeeieveeennnnnnn. 62
Precargar los archivos en el sistema de archivos ...........ccooouviiiiiiiiiiicii e 64
Exportacion de los cambios al repositorio de datos ........cccccceiviiiiiiiiiiiiiiii 67
Exporte automaticamente las actualizaciones a su bucketde S3 ..., 69
Uso de las tareas del repositorio de datos para exportar los cambios ............ccccceeeeeievieennnnnnn. 72
Exportacion de archivos mediante comandos de HSM ..., 74
Tareas de repositorio de datOS ........oouuuii i e aaaen 75
Tipos de tareas de repositorio de datOs ..........ooiiiiiiiiiiii i 76
Estado y detalles de [a tar€a .............oi oo 77
Uso de tareas de repositorio de datos ..........ooiiiiiiiiiiii i 78
Trabajar con informes de finalizacion de tareas ...............oooviviiiiiiiiiiiiiie e, 86
Resolucion de fallos €n 1as tareas ........cccuueiiiiiiiiiiiiie s 87

[ oT=T = Tod o 0 T o [= = T4 o] 1Y/ 0 E USSP 92
Utilizar las tareas del repositorio de datos para liberar archivos ............cccccovceeiiiiiiiiiiciie e, 94
Uso de Amazon FSx con tus datos I0CalIES ............uuueiiiiiiiiiiieeiieeeeeee e 96
Registros de eventos del repositorio de datos ............oiiiiiiiiiiiii e 97
COMO IMPOIAr EVENTOS ......ooeeiiiiiiiiit et e e e e ettt s s e e e e e e e e eaeaaaeeeeeeeseeesssnnnnes 97
EXPOrtacion A€ EVENTOS .......uuiiiiei it e e e e e e e e —————————— 107
Eventos de restauracion de HSM ... 116
Trabajar con tipos de implementacion antiQuOS .........cccooooiiiiiiiii i 119




FSx para Lustre Guia del usuario de Lustre

Vincular su sistema de archivos a un bucket de Amazon S3 .........cccciiiiiiicc 119
Importar automaticamente actualizaciones desde un bucketde S3 ..., 127
TS ET=T o1 o 1= 2 o RS SPPPITPN 133
DeSCripCiOn gENETAl dE ........cooiiiiieeeee ettt e e e e e e e e e e e e e aaeas 133
¢, Como funcionan FSx los sistemas de archivos de LUStre ..o, 133
Rendimiento de los metadatos del sistema de archivos ... 135
Rendimiento de las instancias de clientes individuales ... 136
Disposicion de almacenamiento del sistema de archivos ..., 137
Fragmentacion de datos en su sistema de arChivos ..............uiiiiiiiiiiiiiiiiiicceeeeeeeeee 138
Modificar la configuracion de franjas .............cccceiiiiiiiii i 139
Disposicion progresiva de arChiVS .........ccoooiiiiiiiiiiieceeeeeeee et e e e e e e e e 141
Supervision del rendimi€NtO Y USO ......cooiiiiiiiiiieeee et 142
Clases de almacenamiento en SSD y HDD ...t 143
Ejemplo: rendimiento de referencia y de rafaga agregado ...............ccooovviiiiiiiiiiiiiin 147
Clase de almacenamiento Intelligent-Tiering ........cccccoooiiiiiiiiii e 147
Rendimiento del sistema de archivos para Intelligent-Tiering ...........cccovveeeiiiiiiiiiiin e, 149
Consejos de reNAIMIENTO ......uueueeiiiiee e e e e e e e e e e e e e e e e e e e e e e e e e a—————— 151
Consejos de rendimiento de Intelligent-Tiering ..o, 153
Acceso a SiStemMas de @rChiVO ............ e e e e e e e 155
Compatibilidad con sistemas de archivos de Lustre y kernel de clientes ............ccccceeeeeeeeeeeen.n. 155
Instalacion del cliente de LUSIIE ... e e e e 160
F = Vo) o I o PSPPSR 160
CentOS, Rocky Linux y Red Hat ..o 163

L8 o U o | (1 PSPPI 173
SUSE LINUX eeeetiiiiitee ettt e e e e e e e e ettt ettt e e e e e eaeaeeeeaeaaa s nsnsaeseaeeeeeeaeeaeaeeeessannnnns 176
Montaje de AMAazon EC2 ...ttt aaaaa e 178
Configure clientes de EFA ... e e e e 180
Paso 1: Instalar los controladores NECESArIOS .......coooeeiiiieiii i 181
Paso 2: configure EFA para el cliente de LUSIIe ...........ceeiiiiieiiiiiiin 182
Paso 3: interfaces de EFA ... e e e e e e e e 183
Montaje desde AmAazon ECS ... e ———— 185
Montaje desde una EC2 instancia de Amazon que aloja tareas de Amazon ECS ................ 186
Montaje desde un contenedor de DOCKEN ........ccooiiiiiiiiii i 187
Montaje en las instalaciones 0 desde otra VPC ...........iiiiiiiiiiii 188
Montaje FSx automatico d& AMAZON ..........cooiiiiiiiieeeeeee e e e e e, 190
Montaje automatico usando /etC/fStab ............oooiiiiii i 190




FSx para Lustre Guia del usuario de Lustre

Montaje de conjuntos de archivos eSpeCifiCOS ...........ooviiiiiiiiiiiiiiiciicce e 194
Desmontaje de sistemas de arChiVos ...........coouuiiiiiiiii e 195
Uso de instancias EC2 PUNTUAIES ........cccoooiiiiiiiiii e e e 197
Gestion de las interrupciones de Amazon EC2 Spot Instance ..., 197
Administracion de siStemas de arChiVOS ..........oooiii oo 200
Sistemas de archivos compatibles con EFA ... 200
Consideraciones a la hora de utilizar sistemas de archivos compatibles con EFA ................ 201
Requisitos previos para utilizar sistemas de archivos compatibles con EFA ......................... 202
Como crear un sistema de archivos compatibles con EFA ............ooviiiiiiiiiiiie 203
Cuotas de almacenamiENtO ........cc.uuuiiiiiiiiiei e e e e e e e e e e e e e e e e 203
Cumplimiento d& CUOLAS .....ccciiiiei it 204
BN o Lo ST L= F o] = 1= S 204
Limites de cuota y periodos d€ gracCia ............uuuuiiiiiiieiiiie e 205
COMO establecer y VEr [asS CUOLAS .........uuuuiiiiiiiii e a e 206
Cuotas y buckets vinculados de Amazon S3 ... 210
Cuotas y restauracion de copias de seguridad ...............ooooiiiiiiiiiiiiiiccccccee e 211
Capacidad de almacenami€nto .............cooiiiiiiiiiiiii e e e ———————— 211
Consideraciones a la hora de aumentar la capacidad de almacenamiento ..............cccccc....... 212
Cuando aumentar la capacidad de almacenamiento ...........ccccceeeeiiiieeiiiiiiiiiiiieeee, 213
Como se gestionan el escalado de almacenamiento concurrente y las solicitudes de copia
(o [T 7= Yo 184 T = To LU 213
Aumento de la capacidad de almacenamiento .............ccooouiiiiiiiiiiiiiiie e 214
Supervision de los aumentos de capacidad de almacenamiento .................ccocoeeieiiiiiiiininnn, 216
CaCheés de 1ECIUIA SSD ...ttt e e e e e e e e e e e e e e e e e e e e e e e e aannes 219
Consideraciones a la hora de actualizar la caché de lecturade la SSD ..............cccccnnnnnnee. 222
Actualizacién de una caché de lectura SSD aprovisionada ..........cccccceeeeiiiiiiiiiiiiiiiiieieeei, 222
Monitoreo de las actualizaciones de la caché de lecturade 1a SSD .......ccccceeeeiiiiiiiiiinnneee. 224
Administrar el rendimiento de 10S Metadatos .........ccoooiiii i 226
Configuracion del rendimiento de los metadatos de Lustre ..., 227
Consideraciones al aumentar el rendimiento de los metadatos ..........ccccccceeeviiiiiiiiiiiiiieeee. 228
¢, Cuando aumentar el rendimiento de los metadatos? ..., 229
Aumento del rendimiento de Metadatos ... 229
Cambio del modo de configuracion de los metadatos ...............eceeiiiiiiiiiiiiiiiiee, 230
Supervision de las actualizaciones de configuracion de los metadatos .............ccccoevviinnnnns 232
capacidad de renNdIMIENTO .........ooii i e 234
Consideraciones a la hora de actualizar la capacidad de rendimiento .................c.ccoooeeee. 236

Vi



FSx para Lustre Guia del usuario de Lustre

Cuando modificar la capacidad de rendimiento ..............ooovimiiiiiiiiiiiiiie e, 236
Modificacion de la capacidad de rendimiento ..............ueuiiiiiiiiiiiiiiie e 237
Monitoreo de los cambios en la capacidad de rendimiento ............cccoeeieiiiiiiiiiiieiiee e 240
ComPreSiON A& A0S .......ciiiiii e e e e e e e e e e e e e e et ——————————— 242
Administracion de la compresion de datos .............uuuiiiiiiiiiiiie e 243
Comprimir archivos escritos anteriormente ... 246
Visualizacion del tamano de [0S arChiVos .............cooiiiiiiiiiiiiiccccceeee e 246
Uso de métricas de CloudWatCh ..........oooooiiiiiiiii e 247
10T =0 1= T o PSP 247
COmo funciona ROOt SQUASK .......oooiiiee e a e 248
Administracion de root SQUASK .........ccoooi i 249
Estado del sistema de arChiVos ...........ooooiiiiiii e 253
ELIQUELAr 10S FECUISOS ... oottt e e e e et e e e e e e et e e e e e e e eeaanaaeeeeeensnes 254
Conceptos basicos de etiqUEtas ...........ooooiiiiiiiiiiiiee e 255
COMO etiqUEtar 10S FECUISOS ..........cooiiiiiiiiii et e e e e e e aaaaaaas 256
Restricciones de 1as etiQUEetas ..........oi oo 256
PermisOS Y €HQUETA ... e 257

Y =T T =T o1 41 T=T o) (o R PPRRRP 257
VErSIONES A& LUSIIE ...t e e e e e e e e e e e e e e e e e e e e eeeeeeeeennnnnnnas 258
Practicas recomendadas para la actualizacion de versiones de Lustre ................ccooooe 259
Aplicacion de 1a actualiZaCion .............cccoeiiiiiiiiiiii i e e 260
Eliminacion de un sistema de arChiVos ...........ooooiiiiiiiiiie e 261
Copias de SEQUIIAAU ..........cooiiiiiiieeeee e et e e e e e e e e e e e e et e e e e e e e e e aaaaaaaaaaaaes 263
Soporte de Backup FSX para LUSEIE ........uuuuuiiiiiiiii e 264
Trabajo con copias de seguridad diarias automaticas ................ooovrriiiiiiiicicccccce e 265
Trabajo con copias de seguridad iniciadas por €l USUArIO ..........cceuuuiiiiieiiiiiiiii e, 265
Crear copias de seguridad iniciadas por €l USUArio .........ccccceeeeiiieeieiiiiiiieceeeeeee e 266
Uso AWS Backup CON AMAZON FSX ....uuuiiiiiiiiiiiieee oot e e e e e e e e e e e e 266
Copiar copias de SEQUIIAAA ...........ciiiiiiiii i e e e e e e e e e e e e e e e e e e e e e e e e eaeaaaaa——— 267
Limitaciones de las copias de Seguridad .............uiiiiiiiiiiiiiii e 268
Permisos para copias de seguridad entre regiones .............ueeiiieiiiiiiiiii e 269
Copias completas € INCremMeENtales ............oooiiiiiiiiiiiiceee e 270
Copiar copias de seguridad dentro de la misma Cuenta de AWS ..., 270
Restauracion de copias de Seguridad ... 271
Eliminacion de copias de Seguridad ..............uuiiiiiiiiiiii i 272
Monitoreo de SiStemMas d€ ArChIVOS ... e e e e e e e e e e e e e eeeeeeeeeannnes 274

Vii



FSx para Lustre Guia del usuario de Lustre

Monitoreo con ClOUAWALCK .........oooiiiiiie e e 275
Uso de métricas de CloudWatCh ..........cooooiiioiiiii e 277
Acceso a métricas de CloUudWaLCh ... 281
MELrICAs Y AIMENSIONES ......uuiiiieei i e e e e e e e e e e e e e e e e e et e e e s 283
Advertencias y recomendaciones de rendimiento ............cooveiiiiiiiiiiiiiiiiii e 305
Crear alarmas de CloudWatCh ..........oooiiiii e 308

Registro con los Registros de CloudWatCh .............oooorriiiiiiiiiccccce e 311
Informacion general de [0S regiStrOS ..........oooviiiiiiiiiiccce e 311
ReQIStro de dESHINOS .. .coiii e et e e e et e e e e e e aaaean 312
AdMINIStracion de reQiSIrOS .......ccooiiiiiiii e ——————— 313
Visualizacion de regiSIrOS ......cccoiiiiiiii et 315

Registro con AWS CloudTrail ........oooeieiieeeece e e e e e e e 316
Informaciéon de Amazon FSx para Lustre en CloudTrail ..., 316
Descripcidn de las entradas de archivos de registro de Amazon FSx para Lustre ................ 317

Migracion @ FSX Para LUSIIE ........uueieiiiciiiee e s e e e e e e e e e e e e e e e e e e e e e eeeeeennannees 320

Migrar archivos con AWS DataSyNC ........uuuuuiiiiiiiiiiieee e aaaa e 320
REQUISITOS PrEVIOS .....uiiiiiiiiiiiee ettt et e e e e e e e et e e e e e e e e et e e e e e e eeanaeaeeas 320
Pasos basicos de la migracion de DataSync ... 321

S T=To 18 o F=To EE PP PPPRP PP 322

[ o] (=Tetoi o] o o [T 010 F=1 (o 1< PR 323
(071 7=To [ Jo [>T F- | (o 1S U EEUPRPR 324
Privacidad del trafico €ntre redes ... 327

Identity and AcCcess ManagemeENnt .........coooiiiiiii i e eaaaa 328
0] o] o o USSR 329
Autenticacion con identidades .........ccccuiiiiiiiiiiii e ————————————————— 329
Administracion del acceso Con POlItICAS .......cccceieeiiiiiiiiiic e 331
FSX para LUSITE € IAM ...ttt 332
Ejemplos de politicas basadas en identidades ................uuvuiiiiiiiiiiiiiii e 338
Politicas gestionadas de AWS ... e 341
ResoIUCION de ProbIEMAS ........cooiiiiiei it —————— 359
Uso de etiquetas con AmMazon FSX ..ot 361
Como utilizar roles vinCulados @ SEIVICIOS ........cooiciiiiiiiiiiiiiiie e e e e e e e e e e 368

Control de acceso al sistema de archivos con Amazon VPC ... 374
Grupos de seguridad de AmMazon VPC ....... ..o i 375
Reglas del grupo de seguridad de VPC del cliente de Lustre ..............ooovririiiiiiiiicccceeeeenn, 379

ACL de la red de AmAazon VPO ...ttt e e e e e e e e e e e e 382

viii



FSx para Lustre Guia del usuario de Lustre

Validacion de la conformidad ............ooeieiiiiiiiiiieee e 383
Puntos de conexidn de VPC de interfaz ... 383
Consideraciones sobre los puntos de conexion de VPC de interfaz para Amazon FSx ........ 383
Creacién de un punto de conexién de VPC de interfaz para la APl de Amazon FSx ............ 384
Creacién de una politica de punto de conexién de VPC para Amazon FSX ........ccccceeeeeeennnn. 385
RS T=T Y Tt O 1H o) - T PR 386
Cuotas quEe PUEdE AUMENTAT ..........ooiiiiiieeeee e e e e e e e e e aaaaaaaes 386
Cuotas de recursos para cada sistema de archivos ..o, 388
Consideraciones adiCIONAIES .............uueiiiiiiiiiiiee e e e e e e e e e e e e e e e e e eaaaeaeeeeaanns 389
SOIUCION dE ProDIEMAS ... .ottt e e e e e e e e e e e e e e aaaaas 391
Error al crear un sistema de arChiVos ..........oooo oo 391
No se puede crear un sistema de archivos compatible con EFA debido a un grupo de
seguridad mal CONfIQUIAO .........uuuueiiiiii e e e e e e e e e e e e e e e 391
No se puede crear un sistema de archivos debido a un grupo de seguridad mal
(o7 ] a1 o U] ¢=To [o TSP PPPPSRPPUOURPPIRS 392
No se puede crear un sistema de archivos debido a errores de capacidad insuficiente ........ 392
No se puede crear un sistema de archivos que esté vinculado a un bucket de S3 .............. 393
El montaje del sistema de archivos falla ..., 393
El montaje del sistema de archivos falla de inmediato ...............ooovviiiiiiiiiiiii 394
El montaje del sistema de archivos deja de responder y luego falla con un error de tiempo
(o [SIN =T 01T = =T o £=To [ TSRS 394
Se produce un error de montaje automatico y la instancia no responde ...............ccccceeeeee. 394
Error en el montaje del sistema de archivos durante el arranque del sistema ...................... 395
El montaje del sistema de archivos que utiliza el nombre de DNS falla ... 395
No puede acceder al sistema de arChiVOS ...........coii i 396
Se elimind la direccion IP elastica que esta adjunta a la interfaz de red elastica del sistema
[0 L= T o 0101 P PPPUPRPRRRR 397
Se modifico o eliminé la interface de red elastica del sistema de archivos ........................... 397
Se produce un error al crear UN DRA ..o i 397
Renombrar directorios lleva mucho tiempo ........ccoooiiiiiiiii e 398
Un bucket de S3 vinculado esta mal configurado .............ooovvmmiiiiiiiiiiii e 398
Problemas de almacenamiento ..o 400
Error de escritura debido a la falta de espacio en el destino de almacenamiento ................. 400
Almacenamiento desequilibrado €n 108 OST ... 401
Problemas con el controlador CSl ... 404
1)o7y g aF=ToiTo] o INF= To [ o1 o] o F- | RS EERURRR 405




FSx para Lustre Guia del usuario de Lustre

Configurar una programacion de copias de seguridad personalizada ...................ccooeevvrviiinnnnnns 405
Informacion general de la arqUIteCtura ...............ovveeiiiiiiiii i 406
CloudFormationPlantilla de ... 407
Implementacion automatizada .............coooooii i ———— 407
OpPCIONES AAICIONAIES .......eviieieiceee e e e e e e e e e e e e e e e e e e e e e e e e e e e eeeaannaraaaaas 409

HIStOral d@ FEVISION .. ..ttt e e e e e e e e e et e e e e e e aae e e e e e e e e nnnnnsreeeeeees 411
cdxl




FSx para Lustre Guia del usuario de Lustre

;. Qué es Amazon FSx for Lustre?

FSx for Lustre hace que sea facil y rentable lanzar y ejecutar el popular sistema de Lustre archivos
de alto rendimiento. Utiliza Lustre para cargas de trabajo en las que la velocidad es importante,
como el machine learning, la computacion de alto rendimiento (HPC), el procesamiento de video y el
modelado financiero.

El sistema de archivos de Lustre esta disefnado para aplicaciones que requieren un almacenamiento
rapido, en las que desea que el almacenamiento esté a la altura del procesamiento. Lustre se cre6
para resolver el problema de procesar de forma rapida y econdmica los crecientes conjuntos de
datos del mundo. Es un sistema de archivos muy utilizado disefiado para los ordenadores mas
rapidos del mundo. Proporciona latencias inferiores a un milisegundo, un rendimiento de hasta un
multiplo y hasta millones TBps de IOPS. Para obtener mas informacion sobre Lustre, consulte el sitio
web de Lustre.

Como servicio totalmente gestionado, Amazon FSx facilita su uso Lustre para cargas de trabajo

en las que la velocidad de almacenamiento es importante. FSx for Lustre elimina la complejidad
tradicional de configurar y administrar los sistemas de Lustre archivos, lo que le permite poner en
marcha y ejecutar un sistema de archivos de alto rendimiento probado en cuestién de minutos.
También ofrece multiples opciones de implementacion y clases de almacenamiento para que pueda
optimizar los costes en caracteristica de las necesidades.

FSx for Lustre es compatible con POSIX, por lo que puede utilizar sus aplicaciones actuales basadas
en Linux sin tener que realizar ningun cambio. FSx for Lustre proporciona una interfaz de sistema

de archivos nativa y funciona como cualquier sistema de archivos con su sistema operativo Linux.
También proporciona read-after-write coherencia y admite el bloqueo de archivos.

Temas

» Multiples opciones de implementacion y clases de almacenamiento

» FSx para Lustre y repositorios de datos

* Acceso a los sistemas de archivos FSx Lustre

* Integraciones con servicios AWS

» Seguridad y conformidad
 Suposicion
* Precios de Amazon FSx for Lustre

* Foros FSx de Amazon for Lustre
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» ;Es la primera vez que utilizas Amazon FSx for Lustre?

Multiples opciones de implementacion y clases de almacenamiento

Amazon FSx for Lustre ofrece una variedad de sistemas de archivos temporales y persistentes

para adaptarse a las diferentes necesidades de procesamiento de datos. Los sistemas de archivos
temporales son ideales para el almacenamiento temporal y el procesamiento de datos de corto plazo.
Los datos no se replican y no persisten si un servidor de archivos falla. Los sistemas de archivos
persistentes son ideales para el almacenamiento de largo plazo y las cargas de trabajo centradas

en el rendimiento. En los sistemas de archivos persistentes, los datos se replican y los servidores

de archivos se sustituyen si fallan. Para obtener mas informacion, consulte Opciones de clases de
implementacion y almacenamiento FSx para los sistemas de archivos Lustre.

Amazon FSx for Lustre ofrece clases de almacenamiento en unidades de estado sélido (SSD) y
unidades de disco duro (HDD) optimizadas para diferentes requisitos de procesamiento de datos:
AWS Interconnect

» La clase de almacenamiento SSD esta optimizada para cargas de trabajo que tienen operaciones
de archivos pequefas y aleatorias y que necesitan un rendimiento TBps maximo. Proporciona un
acceso uniforme con una latencia inferior a un milisegundo a todo el conjunto de datos.

» La clase de almacenamiento Intelligent-Tiering es adecuada y recomendada para la mayoria de
las cargas de trabajo que no necesitan una baja latencia constante en todo el conjunto de datos.
Proporciona un almacenamiento totalmente elastico y rentable, con un rendimiento de hasta un
multiplo y un acceso TBps de latencia inferior a un milisegundo a los datos a los que se accede
con frecuencia con una caché de lectura SSD opcional.

+ La clase de almacenamiento en disco duro se puede utilizar con cargas de trabajo que necesitan
una latencia constante en ms de un solo digito y un rendimiento de hasta decenas de veces para
todo el conjunto de datos. GBps También puede aprovisionar una caché de lectura en SSD con un
tamano del 20 % de la capacidad de almacenamiento de su disco duro.

Para obtener mas informacién, consulte FSx para las clases de almacenamiento de Lustre.

FSx para Lustre y repositorios de datos

Puede vincular los sistemas FSx de archivos de Lustre a los repositorios de datos de Amazon S3 o a
los almacenes de datos locales.

Multiples opciones de implementacién y clases de almacenamiento 2
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FSx para la integracion del repositorio de datos de Lustre S3

FSx for Lustre se integra con Amazon S3, lo que facilita el procesamiento de conjuntos de datos en
la nube mediante el sistema de archivos de Lustre alto rendimiento. Cuando se vincula a un bucket
de Amazon S3, un sistema de archivos FSx for Lustre presenta de forma transparente los objetos S3
como archivos. Amazon FSx importa listados de todos los archivos existentes en su bucket de S3

al crear el sistema de archivos. Amazon también FSx puede importar listados de archivos anadidos
al repositorio de datos una vez creado el sistema de archivos. Puede configurar las preferencias

de importacion para que se ajusten a las necesidades de su flujo de trabajo. El sistema de archivos
también le permite volver a escribir los datos del sistema de archivos en S3. Las tareas de repositorio
de datos simplifican la transferencia de datos y metadatos entre su sistema de archivos FSx for
Lustre y su repositorio de datos duradero en Amazon S3. Para obtener mas informacion, consulte
Uso de repositorios de datos con Amazon FSx for Lustre y Tareas de repositorio de datos.

FSx para repositorios de datos locales y de Lustre

Con Amazon FSx for Lustre, puede dividir sus cargas de trabajo de procesamiento de datos del
entorno local en el entorno local importando datos Nube de AWS mediante o. Direct Connect Site-to-
Site VPN Para obtener mas informacién, consulte Uso de Amazon FSx con tus datos locales.

Acceso a los sistemas de archivos FSx Lustre

Puede mezclar y combinar los tipos de instancias de procesamiento y las Amazon Machine Images
(AMls) de Linux que estan conectadas a un unico sistema de archivos FSx for Lustre.

Se puede acceder a los sistemas de archivos de Amazon FSx for Lustre desde cargas de trabajo
informaticas que se ejecutan en instancias de Amazon Elastic Compute Cloud (Amazon EC2), en
contenedores Docker de Amazon Elastic Container Service (Amazon ECS) y en contenedores que se
ejecutan en Amazon Elastic Kubernetes Service (Amazon EKS).

« Amazon EC2: accede a su sistema de archivos desde sus instancias EC2 informaticas de Amazon
mediante el Lustre cliente de cddigo abierto. EC2 Las instancias de Amazon pueden acceder a
su sistema de archivos desde otras zonas de disponibilidad dentro de la misma Amazon Virtual
Private Cloud (Amazon VPC), siempre que la configuracion de red permita el acceso a través
de subredes de la VPC. Una vez montado el sistema de archivos Amazon FSx for Lustre, podra
trabajar con sus archivos y directorios del mismo modo que lo haria con un sistema de archivos
local.

FSx para la integracién del repositorio de datos de Lustre S3 3
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» Amazon EKS: puede acceder a Amazon FSx for Lustre desde contenedores que se ejecutan
en Amazon EKS mediante el controlador CSI| de codigo abierto FSx para Lustre, tal y como se
describe en la Guia del usuario de Amazon EKS. Los contenedores que se ejecutan en Amazon
EKS pueden usar volumenes persistentes de alto rendimiento (PVs) respaldados por Amazon FSx
for Lustre.

 Amazon ECS: accede a Amazon FSx for Lustre desde los contenedores Docker de Amazon ECS
en las instancias de Amazon EC2 . Para obtener mas informacion, consulte Montaje de Amazon
Elastic Container Service.

Amazon FSx for Lustre es compatible con los sistemas Linux mas populares, AMIs incluidos Amazon
Linux 2023 y Amazon Linux 2, Red Hat Enterprise Linux (RHEL), Centos, Ubuntu y SUSE Linux. El
cliente de Lustre se incluye en Amazon Linux 2023 y Amazon Linux 2. Para RHEL, Centos y Ubuntu,
AWS Lustre un repositorio de clientes proporciona clientes que son compatibles con estos sistemas
operativos.

Con FSx Lustre, puede distribuir sus cargas de trabajo con un uso intensivo de computo desde las
instalaciones locales importando datos a través de o. Nube de AWS Direct Connect AWS Virtual
Private Network Puede acceder a su sistema de FSx archivos de Amazon desde las instalaciones,
copiar los datos en su sistema de archivos segun sea necesario y ejecutar cargas de trabajo con un
uso intensivo de recursos informaticos en instancias en la nube.

Para obtener mas informacién sobre los clientes, las instancias de procesamiento y los entornos
desde los que puede acceder FSx a los sistemas de archivos de Lustre, consulte. Acceso a sistemas
de archivo

Integraciones con servicios AWS

Amazon FSx for Lustre se integra con Amazon SageMaker Al como fuente de datos de entrada. Al
utilizar la SageMaker IA con FSx for Lustre, sus trabajos de formacién en aprendizaje automatico se
aceleran al eliminar el paso inicial de descarga de Amazon S3. Ademas, el costo total de propiedad
(TCO) se reduce al evitar la descarga repetitiva de objetos comunes para trabajos iterativos en

el mismo conjunto de datos, lo que ahorra en costos de solicitudes de S3. Para obtener mas
informacion, consulte ; Qué es la SageMaker IA? en la Guia para desarrolladores de Amazon

SageMaker Al. Para ver un tutorial sobre como utilizar Amazon FSx for Lustre como fuente de datos
para la SageMaker IA, consulte Acelere la formacion sobre Amazon SageMaker Al con los sistemas

de archivos Amazon FSx for Lustre y Amazon EFS en el blog AWS Machine Learning.

Integraciones con servicios AWS 4
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FSx porque Lustre se integra con AWS Batch el uso de plantillas de lanzamiento. EC2 AWS Batch

le permite ejecutar cargas de trabajo informaticas por lotes en el entorno Nube de AWS, incluidas
cargas de trabajo de computacion de alto rendimiento (HPC), aprendizaje automatico (ML) y otras
cargas de trabajo asincronas. AWS Batch dimensiona las instancias de forma automatica y dinamica
en funcion de los requisitos de recursos del trabajo. Para obtener mas informacion, consulte ;Que es
AWS Batch? en la Guia AWS Batch del usuario.

FSx porque Lustre se integra con AWS ParallelCluster. AWS ParallelCluster es una herramienta de
gestion AWS de clusteres de cddigo abierto compatible que se utiliza para implementar y gestionar
clusteres de HPC. Puede crear automaticamente FSx para los sistemas de archivos de Lustre o
utilizar los sistemas de archivos existentes durante el proceso de creacion del cluster.

Seguridad y conformidad

FSx para los sistemas de archivos Lustre, admite el cifrado en reposo y en transito. Amazon

cifra FSx automaticamente los datos del sistema de archivos en reposo mediante claves
gestionadas en AWS Key Management Service (AWS KMS). Los datos en transito también se
cifran automaticamente en los sistemas de archivos, en algunos casos Regiones de AWS cuando
se accede a ellos desde EC2 instancias de Amazon compatibles. Para obtener mas informacion
sobre el cifrado de datos en FSx Lustre, incluidos los Regiones de AWS casos en los que se admite
el cifrado de datos en transito, consulteCifrado de datos en Amazon FSx for Lustre. Se FSx ha
evaluado que Amazon cumple con las certificaciones ISO, PCI-DSS y SOC, y cumple con los
requisitos de la HIPAA. Para obtener mas informacion, consulte Seguridad en Amazon FSx para

Lustre.

Suposicion
En esta guia, hacemos las siguientes suposiciones:

+ Si utilizas Amazon Elastic Compute Cloud (Amazon EC2), asumimos que estas familiarizado
con ese servicio. Para obtener mas informacién sobre cémo usar Amazon EC2, consultala EC2
documentacion de Amazon.

+ Suponemos que esta familiarizado con el uso de Amazon Virtual Private Cloud (Amazon VPC).
Para obtener mas informacion sobre como utilizar Amazon VPC, consulte la Guia del usuario de
Amazon VPC.

« Suponemos que no ha cambiado las reglas del grupo de seguridad predeterminado de su VPC en

funcién del servicio Amazon VPC. Si lo ha hecho, asegurese de afadir las reglas necesarias para

Seguridad y conformidad 5
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permitir el trafico de red desde su EC2 instancia de Amazon a su sistema de archivos Amazon FSx
for Lustre. Para obtener mas informacioén, consulta Control de acceso al sistema de archivos con
Amazon VPC.

Precios de Amazon FSx for Lustre

Con Amazon FSx for Lustre, no hay costes iniciales de hardware o software. Solo paga por los
recursos utilizados, sin compromisos minimos, costos de configuracion ni tarifas adicionales. Para
obtener informacion sobre los precios y las tarifas asociadas al servicio, consulta los precios de
Amazon FSx for Lustre.

Foros FSx de Amazon for Lustre

Si tienes problemas al usar Amazon FSx for Lustre, consulta los foros.

¢ Es la primera vez que utilizas Amazon FSx for Lustre?

Si es la primera vez que utiliza Amazon FSx for Lustre, le recomendamos que lea las siguientes
secciones en orden:

1. Si esta listo para crear su primer sistema de archivos Amazon FSx for Lustre, inténtelolntroduccion
a Amazon FSx para Lustre.

2. Para obtener mas informacion sobre el desempeio, consulte Rendimiento de Amazon FSx for

Lustre.

3. Para obtener informacion sobre cdmo vincular su sistema de archivos a un repositorio de datos de
bucket de Amazon S3, consulte Uso de repositorios de datos con Amazon FSx for Lustre.

4. Para ver los detalles de seguridad de Amazon FSx for Lustre, consulteSeguridad en Amazon FSx

para Lustre.
5. Para obtener informacioén sobre los limites de escalabilidad de Amazon FSx for Lustre, incluidos el

rendimiento y el tamafo del sistema de archivos, consulte. Service Quotas para Amazon FSx para

Lustre

6. Para obtener informacion sobre la APl de Amazon FSx for Lustre, consulte la referencia de la API
de Amazon FSx for Lustre.

Precios de Amazon FSx for Lustre 6
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Como configurar Amazon FSx for Lustre

Antes de usar Amazon FSx for Lustre por primera vez, complete las tareas de la Inscribirse en
Amazon Web Services seccion. Para completar la Explicacion introductoria, asegurese de que el
bucket de Amazon S3 que va a vincular a su sistema de archivos tenga los permisos que se indican
en Agregar permisos para utilizar repositorios de datos en Amazon S3.

Temas

* |nscribirse en Amazon Web Services

» Agregar permisos para utilizar repositorios de datos en Amazon S3

» ;Como FSx comprueba Lustre el acceso a los buckets S3 enlazados?

* Siguiente paso

Inscribirse en Amazon Web Services

Para configurarlo AWS, complete las siguientes tareas:

1. Inscribase en una Cuenta de AWS

2. Creacioén de un usuario con acceso administrativo

Inscribase en una Cuenta de AWS
Si no tiene uno Cuenta de AWS, complete los siguientes pasos para crearlo.
Para suscribirse a una Cuenta de AWS

1. Abrir https://portal.aws.amazon.com/billing/registro.

2. Siga las instrucciones que se le indiquen.

Parte del procedimiento de registro consiste en recibir una llamada telefénica o mensaje de texto
e indicar un codigo de verificacion en el teclado del teléfono.

Cuando te registras en un Cuenta de AWS, Usuario raiz de la cuenta de AWSse crea un. El
usuario raiz tendra acceso a todos los Servicios de AWS y recursos de esa cuenta. Como
practica recomendada de seguridad, asigne acceso administrativo a un usuario y utilice
unicamente el usuario raiz para realizar tareas que requieren acceso de usuario raiz.

Inscribirse en Amazon Web Services 7
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AWS te envia un correo electronico de confirmacion una vez finalizado el proceso de registro. En
cualquier momento, puede ver la actividad de su cuenta actual y administrarla accediendo a https://
aws.amazon.com/y seleccionando Mi cuenta.

Creacion de un usuario con acceso administrativo

Después de crear un usuario administrativo Cuenta de AWS, asegurelo Usuario raiz de la cuenta de
AWS AWS IAM ldentity Center, habilite y cree un usuario administrativo para no usar el usuario root
en las tareas diarias.

Proteja su Usuario raiz de la cuenta de AWS

1. Inicie sesidén Consola de administracion de AWScomo propietario de la cuenta seleccionando el
usuario root e introduciendo su direccion de Cuenta de AWS correo electronico. En la siguiente
pagina, escriba su contrasefa.

Para obtener ayuda para iniciar sesion con el usuario raiz, consulte Iniciar sesiébn como usuario

raiz en la Guia del usuario de AWS Sign-In .

2. Active la autenticacion multifactor (MFA) para el usuario raiz.

Para obtener instrucciones, consulte Habilitar un dispositivo MFA virtual para el usuario Cuenta
de AWS raiz (consola) en la Guia del usuario de IAM.

Creacioén de un usuario con acceso administrativo

1. Activar IAM Identity Center.

Consulte las instrucciones en Activar AWS IAM Identity Center en la Guia del usuario de AWS
IAM Identity Center .

2. En IAM Identity Center, conceda acceso administrativo a un usuario.

Para ver un tutorial sobre su uso Directorio de IAM Identity Center como fuente de identidad,
consulte Configurar el acceso de los usuarios con la configuracién predeterminada Directorio de
IAM Identity Center en la Guia del AWS IAM Identity Center usuario.

Inicio de sesidn como usuario con acceso de administrador

« Parainiciar sesién con el usuario de 1AM Identity Center, use la URL de inicio de sesidn que se
envio a la direccion de correo electronico cuando creo el usuario de IAM Identity Center.

Creacion de un usuario con acceso administrativo 8
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Para obtener ayuda para iniciar sesion con un usuario del Centro de identidades de |IAM,
consulte Iniciar sesion en el portal de AWS acceso en la Guia del AWS Sign-In usuario.

Concesion de acceso a usuarios adicionales

1. En IAM Identity Center, cree un conjunto de permisos que siga la practica recomendada de
aplicar permisos de privilegios minimos.

Para conocer las instrucciones, consulte Create a permission set en la Guia del usuario de AWS
IAM Identity Center .

2. Asigne usuarios a un grupo y, a continuacion, asigne el acceso de inicio de sesién unico al
grupo.

Para conocer las instrucciones, consulte Add groups en la Guia del usuario de AWS |AM ldentity
Center .

Agregar permisos para utilizar repositorios de datos en Amazon S3

Amazon FSx for Lustre esta profundamente integrado con Amazon S3. Esta integracion significa
que las aplicaciones que acceden a su sistema de archivos FSx for Lustre también pueden acceder
sin problemas a los objetos almacenados en su bucket de Amazon S3 vinculado. Para obtener mas
informacion, consulte Uso de repositorios de datos con Amazon FSx for Lustre.

Para utilizar los repositorios de datos, primero debe conceder a Amazon FSx for Lustre determinados
permisos de IAM en un rol asociado a la cuenta de su usuario administrador.

Para integrar una politica en linea para un rol utilizando la consola

1. Inicie sesion en la consola de Consola de administracion de AWS IAM y abrala en. https://
console.aws.amazon.com/iam/

Seleccione Roles en el panel de navegacion.
En la lista, seleccione el nombre del rol en el que incrustara una politica.

Elija la pestafia Permisos.

o & w0 DN

Desplacese a la parte inferior de la pagina y seleccione Agregar politica en linea.
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® Note

No puede integrar una politica insertada en un rol vinculado a un servicio en IAM. Dado
que el servicio vinculado define si puede modificar los permisos del rol, podria afadir
las politicas adicionales del servicio desde la consola, la APl o la AWS CLI. Para ver la
documentacion del rol vinculado al servicio de un servicio, consulte AWS Servicios que
funcionan con IAM y elija Si en la columna Rol vinculado a servicio del servicio.

6. Seleccione Creacion de politicas con el editor visual

7. Agregue la siguiente declaracion de politica de permisos.

JSON

"Version":"2012-10-17",
"Statement": {

"Effect": "Allow",

"Action": [
"iam:CreateServicelLinkedRole",
"iam:AttachRolePolicy",
"iam:PutRolePolicy"

1,

"Resource": "arn:aws:iam::*:role/aws-service-role/s3.data-
source.lustre.fsx.amazonaws.com/*"

}

Una vez que cree una politica insertada, se integra automaticamente en su rol. Para obtener mas
informacion acerca de los roles vinculados a servicios, consulte Uso de roles vinculados a servicios

para Amazon FSx.

¢, Como FSx comprueba Lustre el acceso a los buckets S3
enlazados?

Si la funcién de IAM que utilizas FSx para crear el sistema de archivos de Lustre no tiene los
iam:PutRolePolicy permisos iam:AttachRolePolicy and, Amazon FSx comprueba si puede

¢, Cémo FSx comprueba Lustre el acceso a los depdsitos de S3 10
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actualizar tu politica de bucket de S3. Amazon FSx puede actualizar tu politica de buckets si el
s3:PutBucketPolicy permiso esta incluido en tu rol de IAM para permitir que el sistema de FSx
archivos de Amazon importe o exporte datos a tu bucket de S3. Si se le permite modificar la politica
de bucket, Amazon FSx afade los siguientes permisos a la politica de bucket:

* s3:AbortMultipartUpload

* s3:DeleteObject

* s3:PutObject

* s3:Get*

* s3:List*

* s3:PutBucketNotification

* s3:PutBucketPolicy

* s3:DeleteBucketPolicy

Si Amazon no FSx puede modificar la politica de bucket, comprueba si la politica de bucket existente
permite a Amazon FSx acceder al bucket.

Si todas estas opciones fallan, entonces la solicitud para crear el sistema de archivos falla. El
siguiente diagrama ilustra las comprobaciones que Amazon FSx sigue para determinar si un sistema
de archivos puede acceder al bucket de S3 al que se vinculara.

¢, Cémo FSx comprueba Lustre el acceso a los depdsitos de S3 11
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Create
Amazon FSx for Lustre iam:PutRolePolicy
file system linked to an iam:AttachRolePolicy
53 bucket permissions?

Role has
s3:PutBucketPolicy
so Amazon F5x can

modify bucket
policy?

Amazon F5x
has access
to bucket?

Unable to Success -
create Lustre create Lustre
file system file system

Siguiente paso

Para empezar a usarloFSx for Lustre, consulta las instrucciones Introduccion a Amazon FSx para
Lustre para crear tus recursos de Amazon FSx for Lustre.
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Introduccién a Amazon FSx para Lustre

A continuacion, puede aprender cdmo empezar a utilizar Amazon FSx para Lustre. Estos pasos le

explicaran como crear un sistema de archivos Amazon FSx para Lustre y cdmo acceder a él desde

sus instancias informaticas. Opcionalmente, también muestran cémo usar el sistema de archivos

de Amazon FSx para Lustre para procesar los datos del bucket de Amazon S3 con las aplicaciones

basadas en archivos.

Este ejercicio introductorio incluye los siguientes pasos.

Temas

Requisitos previos

Paso 1: crear un sistema de archivos FSx para Lustre

Paso 2: instalar y configurar el cliente Lustre

Paso 3: montar el sistema de archivos

Paso 4: ejecutar el flujo de trabajo

Paso 5: Limpieza de recurso

Requisitos previos

Para realizar este ejercicio introductorio, necesitara lo siguiente:

Una cuenta AWS con los permisos necesarios para crear un sistema de archivos de Amazon
FSx para Lustre y una instancia de Amazon EC2. Para obtener mas informacion, consulte Como
configurar Amazon FSx for Lustre.

Cree un grupo de seguridad de Amazon VPC para asociarlo al sistema de archivos de FSx para
Lustre y no lo cambie después de crear el sistema de archivos. Para obtener mas informacion,
consulte Para crear un grupo de seguridad para el sistema de archivos de Amazon FSx.

Una instancia de Amazon EC2 que ejecuta una version de Linux compatible en su nube

privada virtual (VPC) basada en el servicio Amazon VPC. Para este ejercicio de introduccion,
recomendamos que use Amazon Linux 2023. Instalara el cliente Lustre en esta instancia de EC2
y, luego, montara el sistema de archivos de FSx para Lustre en la instancia de EC2. Para obtener
mas informacidén sobre cdmo crear una instancia de EC2, consulte Introduccion: inicializar una

instancia o Inicializar la instancia en la Guia del usuario de Amazon EC2.

Requisitos previos
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Ademas de Amazon Linux 2023, el cliente de Lustre es compatible con los sistemas operativos
Amazon Linux 2, Red Hat Enterprise Linux (RHEL), CentOS, Rocky Linux, SUSE Linux Enterprise
Server y Ubuntu. Para obtener mas informacion, consulte Compatibilidad con sistemas de archivos
de Lustre y kernel de clientes.

Al crear la instancia de Amazon EC2 para este ejercicio introductorio, tenga en cuenta lo siguiente:
» Le recomendamos que cree la instancia en la VPC predeterminada.
» Se recomienda que utilice el grupo de seguridad predeterminado al crear la instancia EC2.

* Determine qué tipo de sistema de archivos Amazon FSx para Lustre desea crear, scratch o
persistent. Para obtener mas informacion, consulte Opciones de clases de implementacion y
almacenamiento FSx para los sistemas de archivos Lustre.

» Cada sistema de archivos de FSx para Lustre requiere una direccion IP para cada servidor de
metadatos (MDS) y una direccién IP para cada servidor de almacenamiento (OSS). Para obtener
mas informacion, consulte Direcciones |IP para sistemas de archivos.

* Un bucket de Amazon S3 que almacena los datos para que los procese su carga de trabajo. El
bucket S3 sera el repositorio de datos duradero vinculado a su sistema de archivos de FSx para
Lustre.

Paso 1: crear un sistema de archivos FSx para Lustre

Crea el sistema de archivos en la consola de Amazon FSx. Tenga en cuenta que todos los sistemas
de archivos de FSx para Lustre se basan en la version 2.15 de Lustre cuando se crean mediante la
consola de Amazon FSx.

Como crear su sistema de archivos

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. En el panel, elija Create file system (Crear sistema de archivos) para iniciar el asistente de
creacion de sistemas de archivos.

3. Elija FSx for Lustre y, luego, Siguiente para abrir la pagina Crear sistema de archivos.

Comience la configuracion con la seccion de File system details.

4. En File system name-optional (Nombre del sistema de archivos (opcional), introduzca un nombre
para su sistema de archivos. Puede utilizar hasta 256 letras Unicode, espacios en blanco y
numeros, ademas de los caracteres especiales +-=. _: /.
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5. Para Clase de implementacion y almacenamiento, elija una de las siguientes opciones:

Elija SSD persistente para un almacenamiento a largo plazo y para cargas de trabajo
sensibles a la latencia. Con el almacenamiento SSD, se le facturara por la cantidad de
almacenamiento que aprovisione.

Si lo desea, elija compatible con Elastic Fabric Adapter (EFA) para habilitar la compatibilidad
con el EFA para el sistema de archivos. Para obtener mas informacion sobre EFA, consulte
Como trabajar con sistemas de archivos compatibles con EFA.

Elija Intelligent-Tiering persistente para un almacenamiento a largo plazo. La clase de
almacenamiento Intelligent-Tiering proporciona un almacenamiento totalmente elastico y
rentable que es adecuado para la mayoria de las cargas de trabajo, asi como una caché
de lectura SSD opcional que proporciona latencias de SSD para leer datos a los que se
accede con frecuencia. Con Intelligent-Tiering, se le facturaran los datos que almacene, en
caracteristica del tamano del conjunto de datos, y no necesitara especificar el tamafno del
sistema de archivos.

Si lo desea, elija compatible con Elastic Fabric Adapter (EFA) para habilitar la compatibilidad
con el EFA para el sistema de archivos.

Elija la implementacion SSD scratch para el almacenamiento temporal y el tratamiento
de datos a corto plazo. Con el almacenamiento SSD, se le facturara por la cantidad de
almacenamiento que aprovisione.

6. Elija la cantidad de rendimiento para el sistema de archivos. Usted paga la cantidad de
rendimiento aprovisionada.

Para el almacenamiento SSD persistente, elija un Rendimiento por unidad de valor de
almacenamiento. El rendimiento por unidad de almacenamiento es la cantidad de rendimiento
de lectura y escritura por cada 1 tebibyte (TiB) de almacenamiento aprovisionado.

Para el almacenamiento SSD Scratch, elija un Rendimiento por unidad de valor de
almacenamiento.

Para el almacenamiento Intelligent-Tiering, elija un valor de capacidad de rendimiento.

7. Para la capacidad de almacenamiento (solo clase de almacenamiento SSD), defina la cantidad
de capacidad de almacenamiento del sistema de archivos en TB:

Para un tipo de implementacion SSD persistente, configurelo en un valor de 1,2 TiB, 2,4 TiB o
incrementos de 2,4 TiB.
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10.

11.

» Para un tipo de implementacion SSD persistente y compatibles con EFA, establezca este valor
en incrementos de 4,8 TiB, 9,6 TiB, 19,2 TiB y 38,4 TiB para los niveles de rendimiento de
1000, 500, 250 y 125 Mbps/TiB, respectivamente.

Puede aumentar la capacidad de almacenamiento segun sea necesario en cualquier momento
después de crear el sistema de archivos. Para obtener mas informacion, consulte Administracion

de la capacidad de almacenamiento.

Para la Configuracion de metadatos, elija una de las siguientes opciones para aprovisionar la
cantidad de IOPS de metadatos para el sistema de archivos:

+ Elija Automatico (solo clase de almacenamiento SSD) si desea que Amazon FSx para Lustre
aprovisione y escale automaticamente las IOPS de metadatos en el sistema de archivos en
caracteristica de la capacidad de almacenamiento del sistema de archivos.

« Elija Aprovisionado por el usuario si desea especificar la cantidad de IOPS de metadatos por
aprovisionar al sistema de archivos con la clase de almacenamiento SSD o Intelligent-Tiering.
Los valores validos son los siguientes:

+ Para los sistemas de archivos SSD, los valores validos son 1500, 3000, 6000, 12000 y
multiplos de 12000, hasta un maximo de 192000.

* Para los sistemas de archivos Intelligent-Tiering, los valores validos son 6000 y 12000.

Para obtener mas informacién sobre las IOPS de metadatos, consulte Configuracion del

rendimiento de los metadatos de Lustre.

Para la caché de lectura SSD (solo Intelligent-Tiering), seleccione Automatica (proporcional a

la capacidad de rendimiento) o Personalizada (proporcionada por el usuario). Con la opcion
automatica, Amazon FSx para Lustre elige automaticamente un tamafno de caché de lectura en
caracteristica del rendimiento aprovisionado. Si conoce el tamafo aproximado de su conjunto
de datos de trabajo activo, puede seleccionar Personalizado para personalizar el tamano de la
caché de lectura de la SSD. Para obtener mas informacion, consulte Administracion de la caché
de lectura SSD aprovisionada.

En el tipo de compresién de datos, seleccione NINGUNO para desactivar la compresion de
datos o elija LZ4 para activar la compresion de datos con el algoritmo LZ4. Para obtener mas
informacion, consulte compresion de datos de Lustre.

En la seccidon Network & security, proporcione la siguiente informacién de red y grupo de
seguridad:
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» Para la nube privada virtual (VPC), elija la VPC que desea asociar con su sistema de archivos.
Para este ejercicio introductorio, elija la misma VPC que eligié para la instancia de Amazon
EC2.

» Para los grupos de seguridad VPC, el ID para el grupo de seguridad por defecto para su VPC

debe estar ya anadido.

Si no esta utilizando el grupo de seguridad predeterminado, asegurese de que la siguiente
regla de entrada se agregue al grupo de seguridad que esta utilizando para este ejercicio

introductorio.
Tipo Protocolo Intervalo de Origen Descripcién
puertos

Todos los TCP ~ TCP 0-65535 Personalizado Regla de trafico
the_ID_of entrante de
_this_sec Lustre
urity_gro
up

/A Important

« Corrobore que el grupo de seguridad que use siga las instrucciones de
configuracion que se incluyen en Control de acceso al sistema de archivos con

Amazon VPC. Debe configurar el grupo de seguridad para permitir el trafico entrante
en los puertos 988 y 1018-1023 desde el propio grupo de seguridad o la subred
CIDR completa, que es necesaria para permitir que los hosts del sistema de
archivos se comuniquen entre si.

« Siva a crear un sistema de archivos compatible con EFA, asegurese de especificar
un Grupo de seguridad con EFA.

* En Subred, elija cualquier valor de la lista de subredes disponibles.

12. Para la seccidn de Cifrado, las opciones disponibles varian segun el tipo de sistema de archivos
que vaya a crear:
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* En el caso de un sistema de archivos persistente, puedes elegir una clave de cifrado AWS
Key Management Service (AWS KMS) para cifrar los datos del sistema de archivos en reposo.

* En el caso de un sistema de archivos Scratch, los datos en reposo se cifran mediante claves
gestionadas por AWS.

» Para los sistemas de archivos scratch 2 y persistentes, los datos en transito se cifran
automaticamente cuando se obtiene acceso al sistema de archivos desde un tipo de instancia
de Amazon EC2 compatible. Para obtener mas informacion, consulte Cifrado de datos en
transito.

13. En la seccién Importar/Exportar repositorios de datos opcional , la vinculacion del sistema de
archivos a los repositorios de datos de Amazon S3 esta deshabilitada de forma predeterminada.
Para obtener informacion sobre como activar esta opcion y crear una asociacion de repositorio
de datos a un bucket de S3 existente, consulte Para vincular un bucket de S3 al crear un
sistema de archivos (consola).

/A Important

» Al seleccionar esta opcion también se deshabilitan las copias de seguridad y no podra
habilitarlas mientras crea el sistema de archivos.

« Si vincula uno o varios sistemas de archivos de Amazon FSx para Lustre a un bucket
de Amazon S3, no elimine el bucket de Amazon S3 hasta que se hayan eliminado
todos los sistemas de archivos vinculados.

 Los sistemas de archivos Intelligent-Tiering no admiten la vinculacion a los repositorios
de datos de Amazon S3.

14. Para el Registro opcional, el registro esta activado de forma predeterminada. Cuando esta
habilitado, los fallos y advertencias de la actividad del repositorio de datos en su sistema de
archivos se registran en los Registros de Amazon CloudWatch. Para obtener informacién sobre
la configuracion de los registros, consulte Administracion de registros.

15. En Copia de seguridad y mantenimiento opcional, puede hacer lo siguiente.
» Desactive la Copia de seguridad automatica diaria. Esta opcidn esta habilitada de forma
predeterminada, a menos que haya activado Importar/Exportar repositorios de datos.
» Establezca la hora de inicio de la ventana de copia de seguridad automatica diaria.

» Establezca el Periodo de retencion de la copia de seguridad automatica, de 1 a 35 dias.
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» Defina la hora de inicio de la Ventana de mantenimiento semanal o manténgala en el valor
predeterminado Sin preferencia.

Para obtener mas informacién, consulte Proteccion de los datos con copias de seguridad y
Periodos de mantenimiento de Amazon FSx para Lustre.

16. En el caso de Root Squash opcional, la caracteristica root squash esta deshabilitada de forma
predeterminada. Para obtener mas informacion sobre cémo habilitar y configurar root squash,
consulte Para habilitar la caracteristica root squash al crear un sistema de archivos (consola).

17. Cree las etiquetas que desee aplicar a su sistema de archivos.
18. Seleccione Siguiente para mostrar la pagina de Resumen de creacion del sistema de archivos.

19. Revise la configuracion de su sistema de archivos Amazon FSx para Lustre y seleccione Crear
sistema de archivos.

Ahora que creo6 su sistema de archivos, anote el nombre de dominio completo y su nombre de
montaje para un paso posterior. Puede encontrar el nombre de dominio completo y el nombre de
montaje de un sistema de archivos seleccionando el nombre del sistema de archivos en el panel
Sistemas de archivos y luego seleccionando Adjuntar.

Paso 2: instalar y configurar el cliente Lustre

Antes de poder acceder al sistema de archivos de Amazon FSx para Lustre desde la instancia de
Amazon EC2, debe hacer lo siguiente:

« Compruebe que la instancia de EC2 cumpla con los requisitos minimos del kernel.
» Actualice el kernel si es necesario.

» Descargue e instale el cliente Lustre.

Para comprobar la version del kernel y descargar el cliente Lustre

1. Abra una ventana de la terminal en la instancia de EC2.

2. Determine qué kernel se esta ejecutando actualmente en su instancia de procesamiento
mediante la ejecucion del siguiente comando.

uname -r

Instalar el cliente Lustre
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3. Realice una de las siguientes acciones:

+ Si el comando devuelve 6.1.79-99.167.amzn2023.x86_64 para instancias de EC2
basadas en x86,06.1.79-99.167.amzn2023.aarch64 o superior para instancias de EC2
basadas en Graviton2, descargue e instale el cliente Lustre con el siguiente comando.

sudo dnf install -y lustre-client

+ Si el comando devuelve un resultado inferior 6.1.79-99.167.amzn2023.x86_64 para
instancias EC2 basadas en x86, o inferior que 6.1.79-99.167.amzn2023.aarch64 para
instancias EC2 basadas en Graviton2, actualice el kernel y reinicie su instancia de Amazon
EC2 ejecutando el siguiente comando.

sudo dnf -y update kernel && sudo reboot

Compruebe que el kernel se haya actualizado usando el comando uname -r. A continuacion,
descargue e instale el cliente Lustre como se describio anteriormente.

Para obtener informacion sobre como instalar el cliente Lustre en otras distribuciones de Linux,
consulte Instalaciéon del cliente de Lustre.

Paso 3: montar el sistema de archivos

Para montar el sistema de archivos, debe crear un directorio de montaje o punto de montaje y, a
continuacion, montar el sistema de archivos en el cliente y comprobar que este puede acceder al
sistema de archivos.

Para montar el sistema de archivos

1. Haga un directorio para el punto de montaje con el siguiente comando.

sudo mkdir -p /mnt/fsx

2. Monte el sistema de archivos de Amazon FSx para Lustre en el directorio que ha creado. Utilice
el siguiente comando y sustituya los siguientes elementos:

» Sustituya file_system_dns_name por el nombre del sistema de nombres de dominio (DNS)
del sistema de archivos real.
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+ Sustituya mountname por el nombre de montaje del sistema de archivos, que puede obtener
ejecutando el comando describe-file-systems command AWS CLI o la operacién de la API
DescribeFileSystems.

sudo mount -t lustre -o relatime,flock file_system_dns_name@tcp:/mountname /mnt/fsx

Este comando monta el sistema de archivos con dos opciones: -o relatimey flock:

« relatime - Si bien la opcion atime mantiene los datos atime (tiempos de acceso al
inodo) cada vez que se accede a un archivo, la opcion relatime también mantiene los
datos atime, pero no para cada vez que se accede a un archivo. Con la opcion relatime
habilitada, los datos atime se escriben en el disco solo si el archivo se ha modificado desde
que los datos atime se actualizaron por ultima vez (mtime), o si se accedio al archivo por
ultima vez hace mas de un cierto tiempo (6 horas por defecto). El uso de la opciéon relatime
o atime optimizara los procesos de liberacion de archivos.

(® Note

Si su carga de trabajo requiere una precision exacta del tiempo de acceso, puede
montar con la opciéon de montaje atime. Sin embargo, hacerlo puede afectar al
rendimiento de la carga de trabajo al aumentar el trafico de red necesario para
mantener valores de tiempo de acceso precisos.

Si su carga de trabajo no requiere tiempo de acceso a metadatos, el uso de la opcion
de montaje noatime para desactivar las actualizaciones del tiempo de acceso
puede proporcionar una ganancia de rendimiento. Tenga en cuenta que los procesos
centrados atime como la liberacidn de archivos o la liberacidén de la validez de los
datos seran imprecisos en su liberacion.

« flock — Permite el bloqueo de archivos para su sistema de archivos. Si no quiere activar el
bloqueo de archivos, utilice el comando mount sin flock.

3. Compruebe que el comando de montaje se haya realizado correctamente listando el contenido
del directorio en el que ha montado el sistema de archivos /mnt/fsx, mediante el siguiente
comando.

1s /mnt/fsx
import-path 1lustre
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$

También puede utilizar el comando df, a continuacion.

df

Filesystem 1K-blocks Used Available Use% Mounted on
devtmpf 1001808 0 1001808 0% /dev

tmpfs 1019760 0 1019760 0% /dev/shm

tmpfs 1019760 392 1019368 1% /run

tmpfs 1019760 0 1019760 0% /sys/fs/cgroup
/dev/xvdal 8376300 1263180 7113120 16% /
123.456.789.0@tcp:/mountname 3547698816 13824 3547678848 1% /mnt/fsx

tmpfs 203956 0 203956 0% /run/user/1000

Los resultados muestran el sistema de archivos Amazon FSx montado en /mnt/fsx.

Paso 4: ejecutar el flujo de trabajo

Ahora que se credé y monto su sistema de archivos en una instancia informatica, puede utilizarlo para
ejecutar su carga de trabajo informatica de alto rendimiento.

Puede crear una asociacion de repositorio de datos para vincular su sistema de archivos a un
repositorio de datos de Amazon S3, Para obtener mas informacion, consulte Vincular el sistema de
archivos a un bucket de Amazon S3.

Una vez que haya vinculado su sistema de archivos a un repositorio de datos de Amazon S3, podra
exportar los datos que haya escrito en su sistema de archivos de vuelta a su bucket de Amazon S3
en cualquier momento. Desde un terminal en una de sus instancias informaticas, ejecute el siguiente
comando para exportar un archivo a su bucket de Amazon S3.

sudo 1fs hsm_archive file_name

Para obtener mas informacién sobre cémo ejecutar este comando en una carpeta o una gran
coleccién de archivos rapidamente, consulte Exportacion de archivos mediante comandos de HSM.

Paso 5: Limpieza de recurso

Cuando haya terminado este ejercicio, debe seguir estos pasos para limpiar sus recursos y proteger
su cuenta de AWS.
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Como limpiar los recursos

1. Sidesea realizar una exportacion final, ejecute el siguiente comando.

nohup find /mnt/fsx -type f -print® | xargs -0 -n 1 sudo 1fs hsm_archive &

2. Enla consola de Amazon EC2, termine la instancia. Para obtener mas informacioén, consulte
Finalizar una instancia en la Guia del usuario de Amazon EC2.

3. Enlaconsola de Amazon FSx para Lustre, elimine su sistema de archivos con el siguiente
procedimiento:

a. En el panel de navegacion, elija File systems (Sistema de archivos).
b. Elija el sistema de archivos que desea eliminar de la lista de sistemas de archivos del panel.

En Acciones, seleccione Eliminar sistema de archivos.

o

d. En el cuadro de dialogo que aparece, elija si desea realizar una copia de seguridad final del
sistema de archivos. A continuacion, indique el ID del sistema de archivos para confirmar la
eliminacién. Seleccione Delete file system (Eliminar sistema de archivos).

4. Siha creado un bucket de Amazon S3 para este ejercicio y no desea conservar los datos
exportados, puede eliminarlo. Para obtener mas informacion, consulte Eliminacion de un bucket
en la Guia del usuario de Amazon Simple Storage Service.
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Opciones de clases de implementacion y almacenamiento
FSx para los sistemas de archivos Lustre

Amazon FSx for Lustre ofrece dos opciones de implementacion de sistemas de archivos: persistente
y temporal. Ofrece tres clases de almacenamiento: SSD (unidad de estado sélido) y HDD (unidad de
disco duro). AWS Interconnect

Usted elige el tipo de implementacion del sistema de archivos y la clase de almacenamiento al crear
un nuevo sistema de archivos mediante la Consola de administracién de AWS API, AWS Command
Line Interface (AWS CLI) o Amazon FSx for Lustre. Para obtener mas informacion, consulta Paso

1: crear un sistema de archivos FSx para Lustre y consulta CreateFileSystemla Amazon FSx API

Reference.

Sistemas de archivos persistentes

Los sistemas de archivos persistentes estan disefiados para cargas de trabajo y almacenamiento

a largo plazo, y los servidores de archivos tienen alta disponibilidad. Para los sistemas de archivos
basados en SSD y HDD, los datos se replican automaticamente dentro de la misma Zona de
Disponibilidad en la que se encuentra el sistema de archivos. En el caso de los sistemas de archivos
Intelligent-Tiering, los datos se replican en varias zonas de disponibilidad. Los volumenes de datos
adjuntos a los servidores de archivos se replican de forma independiente de los servidores de
archivos a los que estan conectados.

Amazon monitorea FSx continuamente los sistemas de archivos persistentes para detectar errores
de hardware y reemplaza automaticamente los componentes de la infraestructura en caso de que
se produzca un fallo. En un sistema de archivos persistente, si un servidor de archivos deja de estar
disponible, se reemplaza automaticamente a los pocos minutos de producirse el fallo. Durante ese
tiempo, las solicitudes de datos de ese servidor por parte del cliente se vuelven a intentar de forma
transparente y, finalmente, se realizan correctamente una vez que se reemplaza el servidor de
archivos. Los datos de los sistemas de archivos persistentes se replican en los discos y cualquier
disco que falle se reemplaza automaticamente de forma transparente.

Utilice sistemas de archivos persistentes para el almacenamiento a largo plazo y para cargas
de trabajo centradas en el rendimiento que se ejecutan durante periodos prolongados o
indefinidamente, y que podrian ser sensibles a las interrupciones en la disponibilidad.
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Los tipos de despliegue persistentes cifran automaticamente los datos en transito cuando se accede
a ellos desde EC2 instancias de Amazon que admiten el cifrado en transito.

Amazon FSx for Lustre admite dos tipos de despliegues persistentes: Persistent 1 y Persistent 2.

Tipo de implementacion Persistent 2

Persistent 2 es la ultima generacion del tipo de implementacion Persistent, y es el mas adecuado
para casos de uso que requieren almacenamiento a largo plazo, y que requieren los mas altos
niveles de IOPS y rendimiento. Los dos sistemas de archivos Persistent 2 admiten las clases de
almacenamiento SSD e Intelligent-Tiering.

Puede crear sistemas de archivos Persistent 2 con una configuracion de metadatos y un EFA
habilitado mediante la FSx consola de Amazon y la FSx APl de Amazon. AWS Command Line
Interface

Tipo de implementacion Persistent 1

El tipo de implementacion Persistent 1 es adecuado para casos de uso que requieren
almacenamiento a largo plazo. Los tipos de implementacion Persistent 1 admiten clases de
almacenamiento en SSD (unidad de estado sélido) y en HDD (unidad de disco duro).

Solo puedes crear tipos de despliegue Persistent 1 mediante la API AWS CLI y la FSx API de
Amazon.

Sistemas de archivos Scratch

Los sistemas de archivos Scratch estan disenados para el almacenamiento temporal y el
procesamiento de datos a corto plazo. Los datos no se replican y no persisten si falla un servidor

de archivos. Los sistemas de archivos Scratch ofrecen un alto rendimiento de rafaga de hasta seis
veces el rendimiento basico de 200 por MBps TiB de capacidad de almacenamiento. Para obtener
mas informacién, consulte Caracteristicas de rendimiento de las clases de almacenamiento en SSD vy
HDD.

Utilice los sistemas de archivos scratch cuando necesite un almacenamiento de costo optimizado
para cargas de trabajo de procesamiento intensivo a corto plazo.

En un sistema de archivos scratch, los servidores de archivos no se sustituyen si fallan y los datos no
se replican. Si un servidor de archivos o un disco de almacenamiento deja de estar disponible en un
sistema de archivos scratch, los archivos almacenados en otros servidores siguen siendo accesibles.
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Si los clientes intentan acceder a los datos que se encuentran en el servidor o disco no disponible, se

produce un error inmediato. 1/0

La siguiente tabla ilustra la disponibilidad o durabilidad para la que estan disefiados los sistemas
de archivos scratch de tamanos de ejemplo, en el transcurso de un dia y una semana. Dado
que los sistemas de archivos mas grandes tienen mas servidores de archivos y mas discos, las

probabilidades de fallo aumentan.

Tamano del sistema Numero de servidores
de archivos (TiB) de archivos

1.2 2

24 2

4.8 3

9,6 5

50,4 22

Direcciones IP para sistemas de archivos

Disponibilidad/dur Disponibilidad/dur
abilidad a lo largo de abilidad a lo largo de

un dia
99,9%
99,9%
99,8%
99,8%

99,1%

una semana
99,4%
99,4%
99,2%
98,6%

93,9%

Cada FSx sistema de archivos de Lustre requiere una direccion IP para cada servidor de metadatos
(MDS) y una direccioén IP para cada servidor de almacenamiento (OSS).

Sistemas de archivos que utilizan la clase de almacenamiento SSD o HDD

Tipo de Rendimiento, /TiB MBps
sistema

de
archivos

125
Persisten
t 2 con 250
EFA*

500

Almacenamiento por OSS

38,4 TiB por OSS
19,2 TiB por OSS

9,6 TiB por OSS

Direcciones IP
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Tipo de Rendimiento, /TiB MBps Almacenamiento por OSS
sistema
de
archivos
1000 4,8 TiB por OSS

Persisten
t2 sin 125, 250, 500, 1000 2,4 TiB por OSS
EFA*
Persistent

! 50, 100, 200 2.4 TiB por 0SS
1 SSD
Persistent 12 6 TiB por OSS
altld 40 1,8 TiB por 0SS
Scratch 2 200 2,4 TiB por OSS
Scratch 1 200 3,6 TiB por OSS

Sistemas de archivos que utilizan la clase de almacenamiento Intelligent-Tiering

Tipo de sistema Rendimiento por OSS
de archivos

Intelligent-Tierin

g 4000 MBps por sistema operativo

(® Note

* Amazon FSx aprovisiona un servidor de metadatos por cada 12 000 IOPS de metadatos
en los sistemas de archivos Persistent 2 SSD e Intelligent-Tiering configurados con una
configuracion de metadatos.

Los sistemas de archivos Amazon FSx for Lustre Intelligent-Tiering admiten un maximo de
512 TiB de almacenamiento por OSS.
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FSx para las clases de almacenamiento de Lustre

Amazon FSx for Lustre ofrece clases de almacenamiento en unidades de estado sélido (SSD) y

unidades de disco duro (HDD) optimizadas para diferentes requisitos de procesamiento de datos:

AWS Interconnect

» La clase de almacenamiento SSD proporciona acceso de baja latencia (submilisegundos)

a todo el conjunto de datos. La clase de almacenamiento SSD esta aprovisionada, lo que
significa que debe especificar el tamano del sistema de archivos y pagar los costes de
almacenamiento correspondientes a la cantidad de almacenamiento aprovisionada. Utilice la
clase de almacenamiento SSD para cargas de trabajo sensibles a la latencia que requieren el
rendimiento del almacenamiento basado integramente en tecnologia flash en todos los datos.

Los sistemas de archivos Persistent 2 con almacenamiento SSD admiten niveles mas altos

de rendimiento por unidad de almacenamiento (es decir, 250, 500 o 1000 MBps por TiB) en
comparacion con los sistemas de archivos Persistent 1. Para un sistema de archivos Persistent

1 con almacenamiento SSD, el rendimiento por unidad de almacenamiento es de 50, 100 o 200
MBps por TiB. Para un sistema de archivos Scratch con almacenamiento SSD, el rendimiento por
unidad de almacenamiento es de 200 MBps por TiB.

La clase de almacenamiento por niveles inteligentes proporciona un almacenamiento en niveles
totalmente elastico e inteligente. La elasticidad significa que usted paga por la cantidad de datos
que almacena y no tiene que especificar el tamafo del sistema de archivos. La organizacion
inteligente en niveles significa que usted paga menos automaticamente por almacenar datos a

los que no ha accedido recientemente. Esta clase de almacenamiento optimiza automaticamente
los costos al organizar los datos inactivos en niveles de almacenamiento de menor costo. Puede
aprovisionar una caché de lectura SSD opcional para acceder con baja latencia (submilisegundos)
a los datos a los que accede con frecuencia. La clase de almacenamiento Intelligent-Tiering
proporciona el mejor equilibrio entre precio y rendimiento para la mayoria de las cargas de trabajo.
Utilice la clase de almacenamiento Intelligent-Tiering para cargas de trabajo compatibles con la
caché en memoria y que no requieran el rendimiento del almacenamiento basado integramente
en tecnologia flash en todos los datos. Los sistemas de archivos Intelligent-Tiering admiten
capacidades de rendimiento en incrementos de 4000. MBps

La clase de almacenamiento en HDD se puede utilizar con cargas de trabajo que necesitan una
latencia de ms uniforme de un solo digito en todos los datos. Puede aprovisionar una caché de
lectura SSD opcional con un tamano equivalente al 20 % de la capacidad de almacenamiento
de su disco duro para proporcionar acceso de baja latencia a los datos a los que se accede con
frecuencia. Con el almacenamiento HDD, usted especifica el tamafo del sistema de archivos y
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paga por la cantidad de almacenamiento que aprovisiona. Para un sistema de archivos Persistent
1 con almacenamiento en disco duro, el rendimiento por unidad de almacenamiento es de 12 0 40
MBps por TiB.

Para obtener mas informacién sobre el rendimiento de estas clases de almacenamiento, consulte
Caracteristicas de rendimiento de las clases de almacenamiento en SSD y HDD y Caracteristicas de
rendimiento de la clase de almacenamiento Intelligent-Tiering.

Como clasifica los datos la clase de almacenamiento Intelligent-
Tiering

La clase de almacenamiento Amazon FSx Intelligent-Tiering almacena automaticamente los datos
en tres niveles de acceso. Se ha disenado para optimizar los costos de almacenamiento mediante
el desplazamiento automatico de los datos a la capa de acceso de almacenamiento mas rentable,
sin que afecte al rendimiento ni se produzca sobrecarga operativa. La clase de almacenamiento
Intelligent-Tiering clasifica automaticamente los datos en caracteristica de la hora del ultimo acceso,
lo que optimiza automaticamente los costos de los datos menos activos:

» Los datos a los que se accedi6 en los ultimos 30 dias se almacenan en la capa de acceso
frecuente.

» Los datos a los que no se accedié en 30 dias consecutivos pasan automaticamente a la capa de
acceso poco frecuente y cuestan menos que los datos de la capa de acceso frecuente.

* Los datos a los que no se accedié en 90 dias consecutivos pasan automaticamente al nivel Acceso
instantaneo a archivos y cuestan menos que los datos del nivel de Acceso poco frecuente.

Cuando acceda a los datos del Acceso poco frecuente o Acceso instantaneo de archivos, los
datos se desplazan automaticamente al nivel de Acceso frecuente. Todos los accesos a datos no
almacenados en caché tienen las mismas caracteristicas de rendimiento, independientemente del
nivel de los datos, y no implican costes adicionales de IOPS, recuperacion o transicion mas alla de
los costes operativos normales. read/write

Disponibilidad del tipo de implementacion

Los tipos de implementacion Scratch 2, Persistent 1 y Persistent 2 estan disponibles de la siguiente
manera: Regiones de AWS

Cdémo clasifica los datos la clase de almacenamiento Intelligent-Tiering 29
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Region de AWS
Este de EE. UU. (Ohio)
Este de EE. UU. (Norte de Virginia)

Zona local del Este de EE. UU.
(Atlanta)

Zona local del Este de EE. UU.
(Dallas)

Oeste de EE. UU. (Norte de Californi
a)

Zona local del Oeste de EE. UU. (Los
Angeles)

Oeste de EE. UU. (Oregon)

Zona en las instalaciones del Oeste
de EE. UU. (Phoenix)

Africa (Cape Town)
Asia-Pacifico (Hong Kong)
Asia-Pacifico (Hyderabad)
Asia-Pacifico (Yakarta)
Asia-Pacifico (Malasia)
Asia-Pacifico (Melbourne)
Asia-Pacifico (Mumbai)
Asia-Pacifico (Osaka)

Asia-Pacifico (Seul)

Persistent 2

Persistent 1

Scratch 2

v

v

Disponibilidad del tipo de implementacion
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Region de AWS Persistent 2 Persistent 1 Scratch 2
Asia-Pacifico (Singapur) v v v
Asia-Pacifico (Sidney) v v v
Asia-Pacifico (Taipéi) v
Asia-Pacifico (Tailandia) v
Asia-Pacifico (Tokio) v v v
Canada (centro) v v v
Oeste de Canada (Calgary) VA
Europa (Francfort) v v v
Europa (Irlanda) v v v
Europa (Londres) v v v
Europa (Milan) v v
Europa (Paris) v v
Europa (Espana) v v
Europa (Estocolmo) v v v
Europa (Zurich) v v
Israel (Tel Aviv) VN v
México (centro) VA
Middle East (Bahrain) v v
Medio Oriente (EAU) v v
América del Sur (Sao Paulo) v v
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Region de AWS Persistent 2 Persistent 1 Scratch 2
AWS GovCloud (Este de EE. UU.) v v
AWS GovCloud (Estados Unidos-Oe v v
ste)
@ Note

* Son Regiones de AWS compatibles con los sistemas de archivos Persistent-125 y
Persistent-250 con clase de almacenamiento SSD sin EFA.
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Uso de repositorios de datos con Amazon FSx for Lustre

Amazon FSx for Lustre proporciona sistemas de archivos de alto rendimiento optimizados para un
procesamiento rapido de las cargas de trabajo. Puede soportar cargas de trabajo como el machine
learning, la computacion de alto rendimiento (HPC), el procesamiento de video, la modelizacion
financiera y la Electronic Design Automation (EDA). Estas cargas de trabajo suelen requerir que los
datos se presenten mediante una interfaz de sistema de archivos de escalabilidad y de alta velocidad
para el acceso a los datos. A menudo, los conjuntos de datos que se utilizan para estas cargas de
trabajo se almacenan en repositorios de datos a largo plazo en Amazon S3. FSx for Lustre esta
integrado de forma nativa con Amazon S3, lo que facilita el procesamiento de conjuntos de datos con
el Lustre sistema de archivos.

(® Note

* Las copias de seguridad de los sistemas de archivos no se admiten en los sistemas de
archivos que estan vinculados a un repositorio de datos de Amazon S3. Para obtener mas
informacion, consulte Proteccion de los datos con copias de seguridad.

* Los sistemas de archivos Intelligent-Tiering no admiten la vinculacién a los repositorios de
datos de Amazon S3.

Temas

 Informacién general de los repositorios de datos

* Soporte de metadatos POSIX para repositorios de datos

* Vincular el sistema de archivos a un bucket de Amazon S3

* Importacion de cambios desde su repositorio de datos

» Exportacién de los cambios al repositorio de datos

» Tareas de repositorio de datos

* Liberaciéon de archivos

* Uso de Amazon FSx con tus datos locales

* Registros de eventos del repositorio de datos

» Trabajar con tipos de implementacién antiguos
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Informacion general de los repositorios de datos

Cuando utiliza Amazon FSx for Lustre con repositorios de datos, puede ingerir y procesar grandes
volumenes de datos de archivos en un sistema de archivos de alto rendimiento mediante tareas
automaticas de importacién e importacion de repositorios de datos. Al mismo tiempo, puede
escribir los resultados en sus repositorios de datos mediante tareas automaticas de exportacién o
exportacion de repositorios de datos. Con estas caracteristicas, puede reiniciar su carga de trabajo
en cualquier momento utilizando los datos mas recientes almacenados en su repositorio de datos.

(® Note

Las asociaciones de repositorios de datos, la exportacién automatica y la compatibilidad con
varios repositorios de datos no estan disponibles en los sistemas de archivos o FSx sistemas
de archivos Lustre 2.10. Scratch 1

FSx for Lustre esta profundamente integrado con Amazon S3. Esta integracion significa que

puede acceder sin problemas a los objetos almacenados en sus buckets de Amazon S3 desde las
aplicaciones que montan su sistema de archivos FSx for Lustre. También puede ejecutar sus cargas
de trabajo con un uso intensivo de recursos informaticos en EC2 instancias de Amazon Nube de
AWS y exportar los resultados a su repositorio de datos una vez finalizada la carga de trabajo.

Para acceder a los objetos del repositorio de datos de Amazon S3 como archivos y directorios del
sistema de archivos, los metadatos de los archivos y directorios deben cargarse en el sistema de
archivos. Puede cargar metadatos desde un repositorio de datos vinculado al crear una asociacion
de repositorios de datos.

Ademas, puede importar metadatos de archivos y directorios de sus repositorios de datos vinculados
al sistema de archivos mediante la importacién automatica o mediante una tarea de importacién del
repositorio de datos. Al activar la importacion automatica para una asociacion de repositorios de
datos, el sistema de archivos importa automaticamente los metadatos de los archivos a medida que
se crean, modifican o and/or eliminan los archivos en el repositorio de datos de S3. Como alternativa,
puede importar metadatos para archivos y directorios nuevos o modificados mediante una tarea de
importacion del repositorio de datos.
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® Note

Las tareas automaticas de importacion e importacion del repositorio de datos se pueden
utilizar simultdneamente en un sistema de archivos.

También puede exportar los archivos y los metadatos asociados del sistema de archivos al
repositorio de datos mediante la exportacion automatica o mediante una tarea de exportacion del
repositorio de datos. Al activar la exportacion automatica en una asociacion de repositorio de datos,
el sistema de archivos exporta automaticamente los datos y metadatos de los archivos cuando estos
se crean, modifican o eliminan. Como alternativa, puede exportar archivos o directorios mediante una
tarea de exportacion de repositorios de datos. Cuando utiliza una tarea de repositorio de datos de
exportacion, se exportan los datos y metadatos de los archivos que se crearon o modificaron desde
la ultima tarea de este tipo.

® Note

 Las tareas de exportacion automatica y exportacion de repositorio de datos no pueden
utilizarse simultaneamente en un sistema de archivos.

» Las asociaciones de repositorios de datos solo exportan archivos, enlaces simbdlicos y
directorios normales. Esto significa que todos los demas tipos de archivos (FIFO especial,
bloque especial, especial de caracteres y conector) no se exportaran como parte de los
procesos de exportacion, como las tareas automaticas de exportacion y exportacion del
repositorio de datos.

FSx for Lustre también admite cargas de trabajo repletas de nubes con sistemas de archivos locales,
ya que le permite copiar datos de clientes locales mediante una VPN. Direct Connect

/A Important

Si ha vinculado uno o mas sistemas de archivos de FSx For Lustre a un repositorio de datos
en Amazon S3, no elimine el bucket de Amazon S3 hasta que haya eliminado o desvinculado
todos los sistemas de archivos vinculados.

Informacion general de los repositorios de datos 35



FSx para Lustre Guia del usuario de Lustre

Soporte regional y de cuenta para los buckets de S3 enlazados

Al crear enlaces a buckets de S3, tenga en cuenta las siguientes limitaciones de compatibilidad de
cuentas y regiones:

» La exportacion automatica admite configuraciones entre regiones. El sistema de FSx archivos de
Amazon y el bucket de S3 vinculado pueden estar ubicados en el mismo lugar Region de AWS o
en sitios diferentes Regiones de AWS.

» La importacion automatica no admite configuraciones entre regiones. Tanto el sistema de FSx
archivos de Amazon como el bucket de S3 vinculado deben estar ubicados en el mismo lugar
Region de AWS.

» Tanto la exportacién automatica como la importacion automatica admiten configuraciones entre
cuentas. El sistema de FSx archivos de Amazon y el bucket de S3 vinculado pueden pertenecer al
mismo Cuenta de AWS o a uno diferente Cuentas de AWS.

Soporte de metadatos POSIX para repositorios de datos

Amazon FSx for Lustre transfiere automaticamente los metadatos de la Interfaz de Sistema
Operativo Portatil (POSIX) para archivos, directorios y enlaces simbdlicos (enlaces simbalicos)

al importar y exportar datos a y desde un repositorio de datos enlazados en Amazon S3. Cuando
exporta los cambios de su sistema de archivos a su repositorio de datos enlazado, FSx for Lustre
también exporta los cambios en los metadatos de POSIX como metadatos de objetos de S3. Esto
significa que si otro sistema FSx de archivos de Lustre importa los mismos archivos de S3, los
archivos tendran los mismos metadatos POSIX en ese sistema de archivos, incluidos la propiedad y
los permisos.

FSx for Lustre importa solo los objetos de S3 que tienen claves de objeto compatibles con POSIX,
como las siguientes.

mydir/

mydir/myfilel
mydir/mysubdir/
mydir/mysubdir/myfile2.txt

FSx En el caso de Lustre, los directorios y los enlaces simbodlicos se almacenan como objetos
independientes en el repositorio de datos enlazados de S3. En el caso de los directorios, FSx en
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el caso de Lustre, crea un objeto de S3 con un nombre clave que termina en una barra («/»), de la
siguiente manera:

 La clave del objeto de S3 se mydir/ asigna al directorio de Lustre FSx . mydir/

» La clave de objeto S3 se mydir/mysubdir/ asigna al directorio FSx for Lustre. mydir/
mysubdir/

Para los enlaces simbdlicos, FSx para Lustre utiliza el siguiente esquema de Amazon S3:

+ Clave de objeto S3: la ruta al enlace, en relacion con el directorio de montaje FSx de Lustre
» Datos del objeto S3: la ruta de destino de este enlace simbdlico

» Metadatos del objeto S3: los metadatos del enlace simbdlico

FSx for Lustre almacena los metadatos POSIX, que incluyen la propiedad, los permisos y las marcas
de tiempo de los archivos, directorios y enlaces simbdlicos, en los objetos de S3 de la siguiente
manera:

* Content-Type: el encabezado de la entidad HTTP que se utiliza para indicar el tipo de medio del
recurso para los navegadores web.

* x-amz-meta-file-permissions: el tipo de archivo y los permisos del formato <octal file
type><octal permission mask>, de acuerdo con los st_mode de la Pagina del manual de

Linux stat (2).

(® Note

FSx porque Lustre no importa ni retiene informacion. setuid

* x-amz-meta-file-owner: el ID de usuario (UID) del propietario expresado en forma de numero
entero.

* x-amz-meta-file-group: el ID de grupo (GID) expresado en forma de niumero entero.

« x-amz-meta-file-atime: el tiempo de acceso por ultima vez en nanosegundos desde el
comienzo de la era de Unix. Termine el valor de tiempo conns; de lo contrario FSx , Lustre
interpreta el valor como milisegundos.

* x-amz-meta-file-mtime: el tiempo de la Ultima modificacion en nanosegundos desde el
comienzo de la era de Unix. Termine el valor de tiempo conns; de lo contrario, FSx para Lustre
interpreta el valor como milisegundos.
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* x-amz-meta-user-agent— El agente de usuario, ignorado FSx durante la importacion de
Lustre. Durante la exportacion, FSx for Lustre establece este valor en. aws-fsx-lustre

Al importar objetos de S3 que no tienen permisos POSIX asociados, el permiso POSIX
predeterminado que FSx Lustre asigna a un archivo es. 755 Este permiso permite el acceso de
lectura y ejecucion para todos los usuarios y el acceso de escritura para el propietario del archivo.

(® Note

FSx for Lustre no conserva ningun metadato personalizado definido por el usuario en los
objetos de S3.

Enlaces duros y exportacion a Amazon S3

Si la exportacién automatica (con politicas NUEVAS y CAMBIADAS) esta habilitada en una DRA de
su sistema de archivos, cada enlace duro contenido en la DRA se exporta a Amazon S3 como un
objeto S3 independiente para cada enlace duro. Si se modifica un archivo con varios enlaces duros
en el sistema de archivos, se actualizan todas las copias de S3, independientemente del enlace duro
que se haya utilizado al cambiar el archivo.

Si los enlaces fisicos se exportan a S3 mediante tareas de repositorio de datos (DRTs), cada

enlace fisico contenido en las rutas especificadas para la DRT se exporta a S3 como un objeto

S3 independiente para cada enlace duro. Si se modifica un archivo con varios enlaces duros en el
sistema de archivos, se actualizan todas las copias en S3 en el momento en que se exporta el enlace
duro respectivo, independientemente del enlace duro que se haya utilizado al modificar el archivo.

/A Important

Cuando un nuevo sistema de archivos FSx for Lustre se vincula a un bucket de S3 al que
anteriormente otro sistema de archivos FSx for Lustre, AWS DataSync o Amazon FSx File
Gateway, los enlaces duros se importan posteriormente como archivos independientes en el
nuevo sistema de archivos.
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Enlaces duros y archivos liberados

Un archivo liberado es un archivo cuyos metadatos estan presentes en el sistema de archivos, pero
cuyo contenido solo se almacena en S3. Para mas informacion sobre los archivos liberados, consulte
Liberacion de archivos.

/A Important

El uso de enlaces fisicos en un sistema de archivos que tiene asociaciones de repositorios
de datos (DRAs) esta sujeto a las siguientes limitaciones:

« Al eliminar y volver a crear un archivo liberado que tiene varios enlaces duros, es posible
que se sobrescriba el contenido de todos los enlaces duros.

Al eliminar un archivo liberado, se eliminara el contenido de todos los enlaces duros que se
encuentren fuera de una asociacion de repositorios de datos.

» La creacion de un enlace duro a un archivo liberado cuyo objeto S3 correspondiente se
encuentre en las clases de almacenamiento S3 Glacier Flexible Retrieval o S3 Glacier
Deep Archive no creara un objeto nuevo en S3 para el enlace duro.

Tutorial: adjuntar permisos POSIX al cargar objetos a un bucket de Amazon
S3

El siguiente procedimiento presenta el proceso de carga de objetos en Amazon S3 con permisos
POSIX. Si lo hace, podra importar los permisos POSIX cuando cree un sistema de FSx archivos de
Amazon que esté vinculado a ese bucket de S3.

Para cargar objetos con permisos POSIX a Amazon S3

1. Desde su ordenador o maquina local, utilice los siguientes comandos de ejemplo para crear

un directorio de prueba (s3cptestdir) y un archivo (s3cptest.txt) que se cargaran en el
bucket de S3.

$ mkdir s3cptestdir

$ echo "S3cp metadata import test" >> s3cptestdir/s3cptest.txt
$ 1s -1d s3cptestdir/ s3cptestdir/s3cptest.txt

drwxr-xr-x 3 500 500 96 Jan 8 11:29 s3cptestdir/

-rw-r--r-- 1 500 500 26 Jan 8 11:29 s3cptestdir/s3cptest.txt
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El archivo y el directorio recién creados tienen un ID de usuario (UID) y un ID de grupo (GID) del
propietario del archivo de 500 y los permisos que se muestran en el ejemplo anterior.

2. Llame ala APl de Amazon S3 para crear el directorio s3cptestdir con permisos de
metadatos. Debe especificar el nombre del directorio con una barra diagonal (/) al final. Para
obtener informacion acerca de los metadatos POSIX soportados, consulte Soporte de metadatos
POSIX para repositorios de datos.

Reemplace bucket_name con el nombre real de su bucket de Amazon S3.

$ aws s3api put-object --bucket bucket_name --key s3cptestdir/ --metadata '{"user-
agent":"aws-fsx-lustre" , \
"file-atime":"1595002920000000000ns" , "file-owner":"500" , "file-
permissions":"0100664","file-group":"500" , \
"file-mtime":"1595002920000000000ns"}"

3. Compruebe que los permisos POSIX estén etiquetados en los metadatos del objeto S3.

$ aws s3api head-object --bucket bucket_name --key s3cptestdir/

{
"AcceptRanges": "bytes",
"LastModified": "Fri, @8 Jan 2021 17:32:27 GMT",
"ContentLength": 0,
"ETag": "\"d41d8cd98f00b204e9800998ecf8427e\"",
"VersionId": "bAlhCoWq7aIEjc3R6Myc6UOb8sHHtIkR",
"ContentType": "binary/octet-stream",
"Metadata": {
"user-agent": "aws-fsx-lustre",
"file-atime": "1595002920000000000ns",
"file-owner": "500",
"file-permissions": "0100664",
"file-group": "500",
"file-mtime": "1595002920000000000ns"
}
}

4. Cargue el archivo de prueba (creado en el paso 1) desde su ordenador al bucket de S3 con
permisos de metadatos.

$ aws s3 cp s3cptestdir/s3cptest.txt s3://bucket_name/s3cptestdir/s3cptest.txt \
--metadata '{"user-agent":"aws-fsx-lustre" , "file-
atime":"1595002920000000000ns" , \
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"file-owner":"500" , "file-permissions":"0100664","file-group":"500" , "file-
mtime":"1595002920000000000ns"}"'

5. Compruebe que los permisos POSIX estén etiquetados en los metadatos del objeto S3.

$ aws s3api head-object --bucket bucket_name --key s3cptestdir/s3cptest.txt

{
"AcceptRanges": "bytes",
"LastModified": "Fri, @8 Jan 2021 17:33:35 GMT",
"ContentLength": 26,
"ETag": "\"eb33f7elf44alsa8e2f9475ae3fc45d3\"",
"VersionId": "w9ztRoEhB832m8NC3a_JT1TyIx7Uzql6",
"ContentType": "text/plain",
"Metadata": {
"user-agent": "aws-fsx-lustre",
"file-atime": "1595002920000000000ns",
"file-owner": "500",
"file-permissions": "0100664",
"file-group": "500",
"file-mtime": "1595002920000000000ns"
}
}

6. Verifica los permisos en el sistema de FSx archivos de Amazon vinculado al bucket de S3.

$ sudo 1fs df -h /fsx

UUID bytes Used Available Use% Mounted on
3rnxfbmv-MDTO00@_UUID 34.4G 6.1M 34.4G 0% /fsx[MDT:0]
3rnxfbmv-0ST000O_UUID 1.17 4.5M 1.1T 0% /fsx[0ST:0]
filesystem_summary: 1.17 4 .5M 1.1T 0% /fsx

$ cd /fsx/s3cptestdir/
$ 1s -1d s3cptestdir/
drw-rw-r-- 2 500 500 25600 Jan 8 17:33 s3cptestdir/

$ 1s -1d s3cptestdir/s3cptest.txt
-rw-rw-r-- 1 500 500 26 Jan 8 17:33 s3cptestdir/s3cptest.txt

Tanto el directorio s3cptestdir como el archivo s3cptest. txt tienen permisos POSIX
importados.
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Vincular el sistema de archivos a un bucket de Amazon S3

Puede vincular su sistema de archivos Amazon FSx for Lustre a los repositorios de datos de Amazon
S3. Puede crear el enlace al crear el sistema de archivos o en cualquier momento después de
crearlo.

Un vinculo entre un directorio del sistema de archivos y un bucket o prefijo de S3 se denomina
asociacion de repositorio de datos (DRA). Puede configurar un maximo de 8 asociaciones de
repositorios de datos en un sistema de archivos FSx de Lustre. Se pueden poner en cola un maximo
de 8 solicitudes de DRA, pero solo se puede trabajar con una solicitud a la vez para el sistema de
archivos. Cada DRA debe tener un directorio del sistema de archivos exclusivo FSx para Lustre y un
bucket o prefijo S3 unico asociado a él.

(® Note

Las asociaciones de repositorios de datos, la exportacién automatica y la compatibilidad con
varios repositorios de datos no estan disponibles en los sistemas de archivos Lustre 2.10 ni
en FSx los sistemas de archivos. Scratch 1

Para acceder a los objetos del repositorio de datos S3 como archivos y directorios en el sistema de
archivos, los metadatos de archivos y directorios deben cargarse en el sistema de archivos. Puede
cargar los metadatos de un repositorio de datos vinculado al crear el DRA o cargar los metadatos
de los lotes de archivos y directorios a los que desee acceder mediante el FSx sistema de archivos
de Lustre mas adelante mediante una tarea de importacion de repositorio de datos, o utilizar la
exportacion automatica para cargar los metadatos automaticamente cuando se afaden, modifican o
eliminan objetos del repositorio de datos.

Puede configurar una DRA solo para la importacion automatica, solo para la exportacion automatica
0 para ambas. Una asociacion de repositorios de datos configurada con importacion y exportacion
automaticas propaga los datos en ambas direcciones entre el sistema de archivos y el bucket de

S3 vinculado. A medida que realiza cambios en los datos de su repositorio de datos de S3, FSx for
Lustre detecta los cambios y, a continuacion, los importa automaticamente a su sistema de archivos.
A medida que crea, modifica o elimina archivos, FSx for Lustre exporta automaticamente los cambios
a Amazon S3 de forma asincrona una vez que la aplicacion termine de modificar el archivo.
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/A Important

« Si modifica el mismo archivo tanto en el sistema de archivos como en el bucket de S3,
debe garantizar la coordinacién a nivel de la aplicacion para evitar conflictos. FSx for
Lustre no evita escrituras conflictivas en varias ubicaciones.

* En el caso de los archivos marcados con un atributo inmutable, FSx for Lustre no puede
sincronizar los cambios entre el sistema de archivos de FSx For Lustre y un bucket de
S3 vinculado al sistema de archivos. Si se establece un indicador inmutable durante un
periodo de tiempo prolongado, es posible que se degrade el rendimiento del movimiento
de datos entre Amazon FSx y S3.

Al crear una asociacion de repositorios de datos, puede configurar las siguientes propiedades:

« Ruta del sistema de archivos: introduzca una ruta local en el sistema de archivos que apunte a un
directorio (por ejemplo/ns1/) o subdirectorio (por ejemplo/ns1/subdir/) que se asignara a la
ruta del repositorio de datos especificada one-to-one a continuaciéon. Se requiere la barra diagonal
que aparece al principio del nombre. Dos asociaciones de repositorios de datos no pueden tener
rutas de sistema de archivos superpuestas. Por ejemplo, si un repositorio de datos esta asociado a
la ruta del sistema de archivos /ns1, no se puede vincular otro repositorio de datos con la ruta del
sistema de archivos /ns1/ns2.

® Note

Si especifica solo una barra diagonal (/) como ruta del sistema de archivos, a este solo se
puede vincular un repositorio de datos. Solo puede especificar “/” como la ruta del sistema
de archivos del primer repositorio de datos asociado a un sistema de archivos.

» Data repository path: introduzca una ruta en el repositorio de datos de S3. La ruta puede ser
un bucket de S3 o un prefijo con el formato s3://bucket-name/prefix/. Esta propiedad
especifica el lugar desde el que se importaran o exportaran los archivos del repositorio de datos
de S3. FSx for Lustre afadira una «/» al final a la ruta del repositorio de datos si no la proporciona.
Por ejemplo, si proporciona una ruta de repositorio de datos des3://amzn-s3-demo-bucket/
my-prefix, FSx for Lustre la interpretara como. s3://amzn-s3-demo-bucket/my-prefix/

Dos asociaciones de repositorios de datos no pueden tener rutas de repositorios de datos
superpuestas. Por ejemplo, si un repositorio de datos con la ruta s3://amzn-s3-demo-bucket/
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my-prefix/ esta vinculado al sistema de archivos, no se puede crear otra asociacion de
repositorio de datos con la ruta de repositorio de datos s3://amzn-s3-demo-bucket/my-
prefix/my-sub-prefix.

Import metadata from repository: puede seleccionar esta opcion para importar metadatos de todo
el repositorio de datos inmediatamente después de crear la asociacion de repositorios de datos.
Como alternativa, puede ejecutar una tarea de importacion del repositorio de datos para cargar
todos o un subconjunto de los metadatos del repositorio de datos vinculado al sistema de archivos
en cualquier momento después de crear la asociacion de repositorios de datos.

Import settings: elija una politica de importacién que especifique el tipo de objetos actualizados
(cualquier combinacion de objetos nuevos, modificados y eliminados) que se importaran
automaticamente desde el bucket de S3 vinculado a su sistema de archivos. La importacion
automatica (nueva, modificada, eliminada) se activa de forma predeterminada cuando se afade
un repositorio de datos desde la consola, pero se desactiva de forma predeterminada cuando se
utiliza la FSx API AWS CLI o Amazon.

Export settings: elija una politica de exportacion que especifique el tipo de objetos actualizados
(cualquier combinacion de nuevos, modificados y eliminados) que se exportaran automaticamente
al bucket de S3. La exportacién automatica (nueva, modificada, eliminada) se activa de forma
predeterminada cuando se afiade un repositorio de datos desde la consola, pero se desactiva de
forma predeterminada cuando se utiliza la FSx APl AWS CLI o Amazon.

La configuracién de la ruta del sistema de archivos y la ruta del repositorio de datos proporcionan un

mapeo 1:1 entre las rutas en Amazon FSx y las claves de objeto en S3.

Temas

Crear un enlace a un bucket de S3

Actualizacion de la configuracion de asociacion de repositorios de datos

Eliminacion de una asociacion a un bucket de S3

Visualizacion de los detalles de asociacion del repositorio de datos

Estado del ciclo de vida de la asociacion de repositorios

Trabajo con buckets de Amazon S3 cifrados del lado del servidor
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Crear un enlace a un bucket de S3

Los siguientes procedimientos le guiaran por el proceso de creacién de una asociaciéon de
repositorios de datos FSx para un sistema de archivos de Lustre con un bucket de S3 existente,
mediante el comando Consola de administracién de AWS and AWS Command Line Interface (JAWS
CLI. Para obtener informacion sobre como afiadir permisos a un bucket de S3 para vincularlo a su
sistema de archivos, consulte Agregar permisos para utilizar repositorios de datos en Amazon S3.

(® Note

Los repositorios de datos no se pueden vincular a sistemas de archivos que tengan
habilitadas las copias de seguridad del sistema de archivos. Deshabilite las copias de
seguridad antes de vincularlas a un repositorio de datos.

Para vincular un bucket de S3 al crear un sistema de archivos (consola)

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. Siga el procedimiento para crear un nuevo sistema de archivos que se describe en Paso 1: crear
un sistema de archivos FSx para Lustre en la seccion Primeros pasos.

3. Abre el repositorio Import/Export de datos (seccion opcional). De forma predeterminada, esta
caracteristica esta deshabilitada.

4. Elija Import data from and export data to S3.

5. En el cuadro de didlogo de Data repository association information, proporcione informacion para
los siguientes campos.

» Ruta del sistema de archivos: introduzca el nombre de un directorio de alto nivel (por ejemplo/
ns1l) o subdirectorio (por ejemplo/nsl/subdir) del sistema de FSx archivos de Amazon
que se asociara al repositorio de datos de S3. Se requiere la barra diagonal inicial en la ruta.
Dos asociaciones de repositorios de datos no pueden tener rutas de sistema de archivos
superpuestas. Por ejemplo, si un repositorio de datos esta asociado a la ruta del sistema
de archivos /ns1, no se puede vincular otro repositorio de datos con la ruta del sistema de
archivos /ns1/ns2. La configuracion de la File system path debe ser Unica en todas las
asociaciones de repositorios de datos del sistema de archivos.

» Data repository path: introduzca la ruta de un bucket o prefijo de S3 existente para asociarlo
a su sistema de archivos (por ejemplo, s3://amzn-s3-demo-bucket/my-prefix).
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Dos asociaciones de repositorios de datos no pueden tener rutas de repositorios de
datos superpuestas. La configuracion de la File system path debe ser Unica en todas las
asociaciones de repositorios de datos del sistema de archivos.

+ Import metadata from repository: seleccione esta propiedad para ejecutar, de manera
opcional, una tarea de importacion de repositorios de datos para importar metadatos
inmediatamente después de crear el vinculo.

6. En el caso de los Import settings - optional, defina Import Policy que determine cdmo se
mantienen actualizados los listados de archivos y directorios al afiadir, cambiar o eliminar
objetos del bucket de S3. Por ejemplo, elija New para importar los metadatos a su sistema de
archivos para los nuevos objetos creados en el bucket de S3. Para obtener mas informacion
sobre las politicas de importaciéon, consulte Importe automaticamente actualizaciones desde un
bucket de S3.

7. Para Export policy, defina una politica de exportacion que determine cdmo se exportaran sus
archivos al bucket de S3 vinculado a medida que afada, modifique o elimine objetos del sistema
de archivos. Por ejemplo, elija Changed para exportar los objetos cuyo contenido o metadatos
se hayan modificado en su sistema de archivos. Para obtener mas informacioén acerca de las
politicas de exportacion, consulte Exporte automaticamente las actualizaciones a su bucket de
S3.

8. Continue con la siguiente seccion del asistente de creacion del sistema de archivos.

Para vincular un bucket de S3 a un sistema de archivos existente (consola)

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. En el panel, elija File systems y, a continuacion, seleccione el sistema de archivos para el que
desee crear una asociacion de repositorios de datos.

3. Seleccione la pestafia Data repository.
4. En el panel Data repository associations, elija Create data repository association.

5. En el cuadro de didlogo de Data repository association information, proporcione informacion para
los siguientes campos.

» Ruta del sistema de archivos: introduzca el nombre de un directorio de alto nivel (por ejemplo/
ns1l) o subdirectorio (por ejemplo/nsl/subdir) del sistema de FSx archivos de Amazon
qgue se asociara al repositorio de datos de S3. Se requiere la barra diagonal inicial en la ruta.
Dos asociaciones de repositorios de datos no pueden tener rutas de sistema de archivos
superpuestas. Por ejemplo, si un repositorio de datos esta asociado a la ruta del sistema
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de archivos /ns1, no se puede vincular otro repositorio de datos con la ruta del sistema de
archivos /ns1/ns2. La configuracion de la File system path debe ser Unica en todas las
asociaciones de repositorios de datos del sistema de archivos.

» Data repository path: introduzca la ruta de un bucket o prefijo de S3 existente para asociarlo
a su sistema de archivos (por ejemplo, s3://amzn-s3-demo-bucket/my-prefix).
Dos asociaciones de repositorios de datos no pueden tener rutas de repositorios de
datos superpuestas. La configuracion de la File system path debe ser Unica en todas las
asociaciones de repositorios de datos del sistema de archivos.

» Import metadata from repository: seleccione esta propiedad para ejecutar, de manera
opcional, una tarea de importacion de repositorios de datos para importar metadatos
inmediatamente después de crear el vinculo.

6. En el caso de los Import settings - optional, defina Import Policy que determine cdmo se
mantienen actualizados los listados de archivos y directorios al anadir, cambiar o eliminar
objetos del bucket de S3. Por ejemplo, elija New para importar los metadatos a su sistema de
archivos para los nuevos objetos creados en el bucket de S3. Para obtener mas informacion
acerca de las politicas de importaciéon, consulte Importe automaticamente actualizaciones desde
un bucket de S3.

7. Para Export policy, defina una politica de exportacion que determine cdmo se exportaran sus
archivos al bucket de S3 vinculado a medida que afiada, modifique o elimine objetos del sistema
de archivos. Por ejemplo, elija Changed para exportar los objetos cuyo contenido o metadatos
se hayan modificado en su sistema de archivos. Para obtener mas informacién acerca de las
politicas de exportacion, consulte Exporte automaticamente las actualizaciones a su bucket de
S3.

8. Seleccione Crear.

Para vincular su sistema de archivos a un bucket de S3 (AWS CLI)

El siguiente ejemplo crea una asociacion de repositorios de datos que vincula un sistema de FSx
archivos de Amazon a un bucket de S3, con una politica de importacién que importa todos los
archivos nuevos o modificados al sistema de archivos y una politica de exportacion que exporta los
archivos nuevos, modificados o eliminados al bucket de S3 vinculado.

«  Para crear una asociacion de repositorios de datos, utilice el comando Amazon FSx
CLIicreate-data-repository-association, tal y como se muestra a continuacion.

$ aws fsx create-data-repository-association \
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--file-system-id fs-0123456789abcdef® \

--file-system-path /nsl/pathl/ \

--data-repository-path s3://amzn-s3-demo-bucket/myprefix/ \

--s3
"AutoImportPolicy={Events=[NEW, CHANGED,DELETED]}, AutoExportPolicy={Events=[NEW, CHANGED, DEL

Amazon FSx devuelve inmediatamente la descripcion en JSON del DRA. La DRA se crea de forma
asincrona.

Puede utilizar este comando para crear una asociacion de repositorios de datos incluso antes de que
el sistema de archivos haya terminado de crearse. La solicitud se pondra en cola y la asociacién de
repositorios de datos se creara cuando el sistema de archivos esté disponible.

Actualizacion de la configuracion de asociacion de repositorios de datos

Puede actualizar la configuracion de una asociacion de repositorios de datos existente mediante la
Consola de administracion de AWS AWS CLI, lay la FSx API de Amazon, tal y como se muestra en
los siguientes procedimientos.

(@ Note

No puede actualizar la File system patholaData repository path de una DRA
una vez creado. Si desea cambiar la File system patholaData repository path,
debe eliminar la DRA y volver a crearlo.

Como actualizar la configuracion de una asociacion de repositorios de datos existente (consola)

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. En el panel, elija File systems y, a continuacion, seleccione el sistema de archivos que desea
administrar.

3. Elija la pestana Data repository.

4. En el panel Data repository associations, elija la asociacion de repositorios de datos que desea
modificar.

5. Elija Update. Aparece un cuadro de dialogo de edicion para la asociacion del repositorio de
datos.
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6. Para Import settings - optional, puede actualizar su Import Policy. Para obtener mas informacion
sobre las politicas de importacion, consulte Importe automaticamente actualizaciones desde un
bucket de S3.

7. Para Export settings - optional, puede actualizar su politica de exportacién. Para mas
informacion sobre politicas de exportacion, consulte Exporte automaticamente las
actualizaciones a su bucket de S3.

8. Elija Actualizar.

Para actualizar la configuracién de una asociacion de repositorios de datos existente (CLI)

. Para actualizar una asociacion de repositorios de datos, utilice el comando Amazon FSx
CLlupdate-data-repository-association, tal y como se muestra a continuacion.

$ aws fsx update-data-repository-association \
--association-id 'dra-872abab4b4503bfc2' \
--s3
"AutoImportPolicy={Events=[NEW, CHANGED,DELETED]}, AutoExportPolicy={Events=[NEW, CHANGED, DEL

Tras actualizar correctamente las politicas de importacion y exportacion de la asociacion de
repositorios de datos, Amazon FSx devuelve la descripcion de la asociacidén de repositorios de datos
actualizada en formato JSON.

Eliminacion de una asociacion a un bucket de S3

Los siguientes procedimientos le guiaran por el proceso de eliminar una asociacion de repositorio de
datos de un sistema de FSx archivos de Amazon existente a un bucket de S3 existente, mediante

el Consola de administracion de AWS comando and AWS Command Line Interface (AWS CLI). Al
eliminar la asociacion de repositorios de datos, se desvincula el sistema de archivos del bucket de
S3.

Para eliminar un vinculo de un sistema de archivos a un bucket de S3 (consola)

1.  Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. En el panel, elija File systems y, a continuacion, seleccione el sistema de archivos del que desee
eliminar una asociacion de repositorios de datos.

3. Elija la pestana Data repository.
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4. En el panel Data repository associations, elija la asociacion de repositorios de datos que desea
eliminar.

5. En Actions, elija Delete association.

6. En el cuadro de dialogo Eliminar, puede elegir Eliminar datos en el sistema de archivos para
eliminar fisicamente los datos del sistema de archivos que corresponden a la asociacion del
repositorio de datos.

Elija esta opcion si planea crear una nueva asociacion de repositorios de datos utilizando la
misma ruta del sistema de archivos pero apuntando a un prefijo de bucket de S3 diferente, o si
ya no necesita los datos de su sistema de archivos.

7. Elija Delete para eliminar la asociacion de repositorios de datos del sistema de archivos.

Para eliminar un vinculo de un sistema de archivos a un bucket de S3 (AWS CLI)

En el siguiente ejemplo, se elimina una asociacion de repositorios de datos que vincula un sistema
de FSx archivos de Amazon a un bucket de S3. El parametro --association-id especifica el ID
de la asociacion de repositorios de datos que se va a eliminar.

« Para eliminar una asociacién de repositorios de datos, utilice el comando Amazon FSx
CLIdelete-data-repository-association, tal y como se muestra a continuacion.

$ aws fsx delete-data-repository-association \
--association-id dra-872abab4b4503bfc \
--delete-data-in-file-system false

Tras eliminar correctamente la asociacion de repositorios de datos, Amazon FSx devuelve su
descripcion como JSON.

Visualizacion de los detalles de asociaciéon del repositorio de datos

Puede ver los detalles de una asociacion de repositorios de datos mediante FSx la consola de
Lustre AWS CLI, la y la API. Los detalles incluyen el ID de asociacion de la DRA, la ruta del sistema
de archivos, la ruta del repositorio de datos, la configuracion de importacién, la configuracion de
exportacion, el estado y el ID del sistema de archivos asociado.

Cdmo ver los detalles de la DRA (consola)

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.
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2. En el panel, elija File systems y, a continuacion, seleccione el sistema de archivos del que desee
ver los detalles de una asociacion de repositorios de datos.

3. Elija la pestana Data repository.

4. En el panel Data repository associations, elija la asociacion de repositorios de datos que desea
ver. Aparece la pagina de Summary, que muestra los detalles de la DRA.

dra-05e0aa72d9374ec21 Update |

Summary

Asgociation id File system path Startus
dra-O5e0aa 7209574021 fa52

File system il Dt repsitory path
Fs-02 217 dThebclladed =5/ ftest/pathy

Export

Import settings
import palicy
s whieh ant changes she

New Changed Deleted

Impart metadsta as new files are added to the repository Update file metadsts and invalidate existing file content Dedete files on the file system as correspanding files are
on the fle systam a5 files change in the repository delated in the repasitory

Como ver los detalles de la DRA (CLI)

« Para ver los detalles de una asociacion de repositorios de datos especifica, utilice el comando
Amazon FSx CLIdescribe-data-repository-associations, tal y como se muestra a

continuacion.

$ aws fsx describe-data-repository-associations \
--association-ids dra-872abab4b4503bfc2

Amazon FSx devuelve la descripcion de la asociacidon de repositorios de datos en formato
JSON.

Estado del ciclo de vida de la asociacion de repositorios

El estado del ciclo de vida de la asociacion del repositorio de datos proporciona informacién
de estado sobre una DRA especifica. Una asociacion de repositorios de datos puede tener los
siguientes Lifecycle states:

» Creacion: Amazon FSx esta creando la asociacion de repositorios de datos entre el sistema de
archivos y el repositorio de datos vinculado. El repositorio de datos no esta disponible.
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 Available: la asociacion de repositorios de datos esta disponible para su uso.

» Updating: la asociacion de repositorios de datos esta siendo objeto de una actualizacion iniciada
por el cliente que podria afectar a su disponibilidad.

» Deleting: se esta procediendo a una eliminacién de la asociacion de repositorios de datos iniciada
por el cliente.

» Configuracion incorrecta: Amazon FSx no puede importar automaticamente las actualizaciones del
bucket de S3 ni exportarlas automaticamente al bucket de S3 hasta que se corrija la configuracion
de asociacion del repositorio de datos.

Un DRA puede configurarse incorrectamente debido a lo siguiente:
* Amazon FSx carece de los permisos de IAM necesarios para acceder al bucket de S3.
 La configuracion de notificacion de FSx eventos del bucket de S3 se elimina o modifica.

» El bucket de S3 tiene notificaciones de eventos existentes que se superponen con los tipos de
FSx eventos.

Tras resolver el problema subyacente, el DRA vuelve automaticamente al estado Disponible en
15 minutos. También puede activar el cambio de estado inmediatamente mediante el AWS CLI
comando update-data-repository-association.

» Failed: la asociacion del repositorio de datos esta en un estado terminal que no se puede
recuperar (por ejemplo, porque se elimina la ruta del sistema de archivos o se elimina el bucket de
S3).

Puede ver el estado del ciclo de vida de una asociacion de repositorios de datos mediante la FSx
consola de Amazon AWS Command Line Interface, la y la FSx APl de Amazon. Para obtener mas
informacion, consulte Visualizacion de los detalles de asociacion del repositorio de datos.

Trabajo con buckets de Amazon S3 cifrados del lado del servidor

FSx for Lustre admite buckets de Amazon S3 que utilizan cifrado del lado del servidor con claves
administradas por S3 (SSE-S3) y almacenadas en (SSE-KMS). AWS KMS keys AWS Key
Management Service

Si quieres que Amazon cifre los datos FSx al escribir en tu bucket de S3, debes configurar el cifrado

predeterminado de tu bucket de S3 en SSE-S3 o SSE-KMS. Para obtener mas informacion, consulte
Configuracion del cifrado predeterminado en la Guia del usuario de Amazon S3. Al escribir archivos

en el depodsito de S3, Amazon FSx sigue la politica de cifrado predeterminada del depdsito de S3.
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De forma predeterminada, Amazon FSx admite buckets S3 cifrados mediante SSE-S3. Si desea
vincular su sistema de FSx archivos de Amazon a un bucket de S3 cifrado mediante el cifrado SSE-
KMS, debe anadir una declaracion a su politica de claves gestionadas por el cliente que permita FSx
a Amazon cifrar y descifrar los objetos de su bucket de S3 con su clave de KMS.

La siguiente declaracion permite que un sistema de FSx archivos de Amazon especifico cifre y
descifre objetos para un bucket de S3 especifico,. bucket_name

"Sid": "Allow access through S3 for the FSx SLR to use the KMS key on the objects
in the given S3 bucket",
"Effect": "Allow",
"Principal": {
"AWS": "arn:aws:iam::aws_account_id:role/aws-service-role/s3.data-
source.lustre.fsx.amazonaws.com/AWSServiceRoleForFSxS3Access_fsx_file_system_ id"
},
"Action": [
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",
"kms:GenerateDataKey*",
"kms:DescribeKey"
1,
"Resource": "*",
"Condition": {
"StringEquals": {

"kms:CallerAccount": "aws_account_id",
"kms:ViaService": "s3.bucket-region.amazonaws.com"
1,
"StringlLike": {
"kms:EncryptionContext:aws:s3:arn": "arn:aws:s3:::bucket_name/*"
}
}
}
(® Note

Si utiliza un KMS con una CMK para cifrar su bucket de S3 con las claves de bucket de S3
habilitadas, establezca el EncryptionContext enla ARN del bucket, no en el ARN del
objeto, como en este ejemplo:

"StringlLike": {
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"kms:EncryptionContext:aws:s3:arn": "arn:aws:s3:::bucket_name"

La siguiente declaracion de politica permite que todos los sistemas de FSx archivos de Amazon de tu
cuenta se vinculen a un bucket de S3 especifico.

"Sid": "Allow access through S3 for the FSx SLR to use the KMS key on the objects

in the given S3 bucket",

"Effect": "Allow",

"Principal": {

"AWS" . "EM

},

"Action": [
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",
"kms:GenerateDataKey*",
"kms:DescribeKey"

1,

"Resource": "*",

"Condition": {
"StringEquals": {

"kms:ViaService": "s3.bucket-region.amazonaws.com",

"kms:CallerAccount": "aws_account_id"
.
"StringlLike": {

"kms:EncryptionContext:aws:s3:arn": "arn:aws:s3:::bucket_name/*"

1,
"ArnLike": {

"aws:PrincipalArn": "arn:aws_partition:iam::aws_account_id:role/aws-service-

role/s3.data-source.lustre.fsx.amazonaws.com/AWSServiceRoleForFSxS3Access_fs-*"

}
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Acceder a buckets de Amazon S3 cifrados del lado del servidor en una VPC diferente
Cuenta de AWS o desde una VPC compartida

Tras crear un sistema de archivos FSx para Lustre vinculado a un depdsito de Amazon S3 cifrado,
debe conceder al rol AWSServiceRoleForFSxS3Access_fs-01234567890 vinculado al servicio
(SLR) acceso a la clave de KMS utilizada para cifrar el depésito de S3 antes de leer o escribir datos
del depdsito de S3 vinculado. Puede utilizar un rol de IAM que ya tenga permisos para acceder a la
clave de KMS.

(@ Note

Esta funcién de IAM debe estar en la cuenta en la que se creo el sistema de archivos FSx
for Lustre (que es la misma cuenta que la SLR de S3), no en la cuenta a la que pertenece la
clave KMS o el depdsito de S3.

Utilice la funcion de IAM para llamar a la siguiente AWS KMS API a fin de crear una concesién
para la SLR de S3, de modo que la SLR obtenga permiso para acceder a los objetos de S3. Para
encontrar la ARN asociado a su SLR, busque sus roles de IAM utilizando el ID del sistema de
archivos como cadena de busqueda.

$ aws kms create-grant --region fs_account_region \
--key-id arn:aws:kms:s3_bucket_account_region:s3_bucket_account:key/key_id \
--grantee-principal arn:aws:iam::fs_account_id:role/aws-service-role/s3.data-
source.lustre.fsx.amazonaws.com/AWSServiceRoleForFSxS3Access_file-system-id \
--operations "Decrypt" "Encrypt" "GenerateDataKey"
"GenerateDataKeyWithoutPlaintext" "CreateGrant" "DescribeKey" "ReEncryptFrom"
"ReEncryptTo"

Para obtener mas informacién acerca de los roles vinculados a servicios, consulte Uso de roles
vinculados a servicios para Amazon FSx.

Importacion de cambios desde su repositorio de datos

Puedes importar los cambios en los datos y metadatos POSIX desde un repositorio de datos
vinculado a tu sistema de FSx archivos de Amazon. Los metadatos POSIX asociados incluyen la
propiedad, los permisos y las marcas de tiempo.

Para importar cambios al sistema de archivos, utilice alguno de los métodos siguientes:
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» Configure el sistema de archivos para importar automaticamente los archivos nuevos, modificados
o eliminados del repositorio de datos vinculado. Para obtener mas informacion, consulte Importe
automaticamente actualizaciones desde un bucket de S3.

» Seleccione la opcidon de importar metadatos al crear una asociacion de repositorios de datos. Esto
iniciara una tarea de importacion del repositorio de datos inmediatamente después de crear la
asociacion de repositorios de datos.

« Utilice una tarea de repositorio de datos de importacion bajo demanda. Para obtener mas
informacion, consulte Uso de las tareas del repositorio de datos para importar los cambios.

Las tareas automaticas de importacion e importacion del repositorio de datos se pueden ejecutar al
mismo tiempo.

Al activar la importacion automatica para una asociacion de repositorio de datos, el sistema de
archivos actualiza automaticamente los metadatos de archivo a medida que se crean, modifican

o eliminan objetos en S3. Si selecciona la opcién de importar metadatos al crear una asociacion

de repositorios de datos, el sistema de archivos importa los metadatos de todos los objetos del
repositorio de datos. Al importar mediante una tarea de importacion de un repositorio de datos, el
sistema de archivos solo importa los metadatos de los objetos que se crearon o modificaron desde la
ultima importacion.

FSx for Lustre copia automaticamente el contenido de un archivo de su repositorio de datos y

lo carga en el sistema de archivos cuando su aplicacién accede por primera vez al archivo del
sistema de archivos. For Lustre gestiona este movimiento de datos y es transparente FSx para sus
aplicaciones. Las lecturas posteriores de estos archivos se realizan directamente desde el sistema
de archivos con latencias inferiores a un milisegundo.

También puede precargar todo el sistema de archivos o un directorio dentro de su sistema de
archivos. Para obtener mas informacion, consulte Precargar los archivos en el sistema de archivos.

Si solicita la precarga de varios archivos simultaneamente, Lustre carga FSx los archivos del
repositorio de datos de Amazon S3 en paralelo.

FSx for Lustre solo importa objetos de S3 que tengan claves de objeto compatibles con POSIX.
Tanto las tareas de importacion automatica como las de importacién del repositorio de datos
importan metadatos POSIX. Para obtener mas informacién, consulte Soporte de metadatos POSIX
para repositorios de datos.
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® Note

FSx for Lustre no admite la importacion de metadatos para enlaces simbdlicos (enlaces
simbolicos) de las clases de almacenamiento S3 Glacier Flexible Retrieval y S3 Glacier
Deep Archive. Los metadatos de los objetos S3 Glacier Flexible Retrieval o S3 Glacier Deep
Archive que no sean enlaces simbdlicos se pueden importar (es decir, se crea un inodo en
el FSx sistema de archivos de Lustre con los metadatos correctos). Sin embargo, para leer
estos datos del sistema de archivos, primero debe restaurar el objeto S3 Glacier Flexible
Retrieval o S3 Glacier Flexible Archive. No se admite la importacién de datos de archivos
directamente desde objetos de Amazon S3 de la clase de almacenamiento S3 Glacier
Flexible Retrieval o S3 Glacier Deep Archive a FSx for Lustre.

Importe automaticamente actualizaciones desde un bucket de S3

Puede configurar Lustre FSx para que actualice automaticamente los metadatos del sistema de
archivos a medida que se afiadan, modifiquen o eliminen objetos de su bucket de S3. FSx for Lustre
crea, actualiza o elimina la lista de archivos y directorios correspondiente al cambio en S3. Si el
objeto modificado del bucket de S3 ya no contiene sus metadatos, FSx for Lustre mantiene los
valores de metadatos actuales del archivo, incluidos los permisos actuales.

® Note

El sistema FSx de archivos de Lustre y el depdsito de S3 vinculado deben estar ubicados en
el mismo lugar Regidén de AWS para que las actualizaciones se importen automaticamente.

Puede configurar la importacién automatica al crear la asociacion de repositorios de datos, y puede
actualizar la configuracion de importacién automatica en cualquier momento mediante la consola FSx
de administracion AWS CLI, la APl o la AWS API.

(@ Note
Puede configurar tanto la importacién automatica como la exportacién automatica en
la misma asociacion de repositorios de datos. En este tema se describe Unicamente la
caracteristica de importacién automatica.
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/A Important

» Si se modifica un objeto en S3 con todas las politicas de importacion automatica activadas
y la exportacién automatica desactivada, el contenido de ese objeto siempre se importa al
archivo correspondiente del sistema de archivos. Si ya existe un archivo en la ubicacion de
destino, se sobrescribe.

 Si se modifica un archivo tanto en el sistema de archivos como en S3, con todas las
politicas de importacion y exportacion automaticas activadas, el otro podria sobrescribir
el archivo del sistema de archivos o el objeto de S3. No se garantiza que una edicion
posterior en una ubicacién sobrescriba una edicién anterior en otra ubicacién. Si modifica
el mismo archivo tanto en el sistema de archivos como en el bucket de S3, debe garantizar
la coordinacion a nivel de la aplicacion para evitar este tipo de conflictos. FSx for Lustre no
evita escrituras conflictivas en varias ubicaciones.

La politica de importacion especifica como desea FSx que Lustre actualice su sistema de archivos a
medida que cambie el contenido del bucket de S3 vinculado. Una asociacion de repositorios de datos
puede tener una de las siguientes politicas de importacion:

* Nuevo: FSx para Lustre, solo actualiza automaticamente los metadatos de los archivos y
directorios cuando se anaden nuevos objetos al repositorio de datos de S3 vinculado.

* Modificado: FSx ya que Lustre actualiza automaticamente los metadatos de los archivos y
directorios solo cuando se cambia un objeto existente en el repositorio de datos.

« Eliminado: FSx ya que Lustre actualiza automaticamente los metadatos de los archivos y
directorios solo cuando se elimina un objeto del repositorio de datos.

+ Cualquier combinacién de nuevo, modificado y eliminado: FSx para Lustre, se actualizan
automaticamente los metadatos de los archivos y directorios cuando se produce alguna de las
acciones especificadas en el repositorio de datos de S3. Por ejemplo, puede especificar que el
sistema de archivos se actualice cuando se afada un objeto (New) o se elimine (Deleted) del
repositorio de S3, pero que no se actualice cuando se cambie un objeto.

+ Sin politica configurada, FSx ya que Lustre no actualiza los metadatos de los archivos y directorios
del sistema de archivos cuando se anaden, modifican o eliminan objetos del repositorio de datos
de S3. Si no configura una politica de importacién, la importacién automatica se deshabilita para
la asociacion de repositorios de datos. Aun puede importar manualmente los cambios en los
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metadatos mediante una tarea de importacion del repositorio de datos, tal y como se describe en
Uso de las tareas del repositorio de datos para importar los cambios.

/A Important

La importacion automatica no sincronizara las siguientes acciones de S3 con el sistema de
archivos vinculado FSx a Lustre:

 Eliminar un objeto mediante los vencimientos del ciclo de vida de los objetos de S3

 Eliminacién permanente de la versién actual del objeto en un bucket con control de
versiones habilitado

» Anular la eliminacion de un objeto en un bucket con control de versiones habilitado

Para la mayoria de los casos de uso, se recomienda configurar una politica de importacion de New,
Changed y Deleted. Esta politica garantiza que todas las actualizaciones realizadas en el repositorio
de datos de S3 vinculado se importen automaticamente a su sistema de archivos.

Al establecer una politica de importacion para actualizar los metadatos de los archivos y directorios
del sistema de archivos en funcion de los cambios en el repositorio de datos de S3 vinculado,

FSx Lustre crea una configuracién de notificacion de eventos en el bucket de S3 vinculado. La
configuracion de notificacién de eventos se denomina FSx. No modifique o elimine la configuracién
de notificacion de eventos FSx en el bucket S3; si lo hace, impedira la importacion automatica de los
metadatos actualizados de los archivos y directorios a su sistema de archivos.

Cuando FSx Lustre actualiza una lista de archivos que ha cambiado en el repositorio de datos de
S3 vinculado, sobrescribe el archivo local con la versidén actualizada, incluso si el archivo tiene la
escritura bloqueada.

FSx for Lustre hace todo lo posible por actualizar su sistema de archivos. FSx for Lustre no puede
actualizar el sistema de archivos en las siguientes situaciones:

» Si FSx for Lustre no tiene permiso para abrir el objeto S3 nuevo o modificado. En este caso, FSx
for Lustre omite el objeto y continua. El estado del ciclo de vida de la DRA no se ve afectado.

 Si FSx for Lustre no tiene permisos a nivel de bucket, como for. GetBucketAcl Esto hara que el
estado del ciclo de vida del repositorio de datos se convierta en Misconfigured. Para obtener mas
informacion, consulte Estado del ciclo de vida de la asociacion de repositorios.
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+ Si se elimina o modifica la configuracion de notificacidn de eventos FSx en el bucket S3 vinculado.
Esto hara que el estado del ciclo de vida del repositorio de datos se convierta en Misconfigured.
Para obtener mas informacién, consulte Estado del ciclo de vida de la asociacion de repositorios.

Le recomendamos que active el registro en CloudWatch los registros para registrar la informacién

sobre cualquier archivo o directorio que no se pueda importar automaticamente. Las advertencias
y los errores del registro contienen informacion sobre el motivo del error. Para obtener mas
informacion, consulte Registros de eventos del repositorio de datos.

Requisitos previos

Se requieren las siguientes condiciones FSx para que Lustre importe automaticamente los archivos
nuevos, modificados o eliminados del bucket de S3 vinculado:
 El sistema de archivos y su bucket de S3 vinculado se encuentran en la misma Region de AWS.

» El bucket de S3 no tiene el Lifecycle state mal configurado. Para obtener mas informacion,
consulte Estado del ciclo de vida de la asociacion de repositorios.

» Su cuenta tiene los permisos necesarios para configurar y recibir notificaciones de eventos en el
bucket de S3 vinculado.

Tipos de cambios de archivos compatibles

FSx for Lustre admite la importacidén de los siguientes cambios en los archivos y directorios que se
producen en el bucket de S3 vinculado:

+ Cambios en el contenido de los archivos.

* Cambios en los metadatos de los archivos o directorios.

» Cambios en el destino o los metadatos del enlace simbdlico.

+ Eliminaciones de archivos y directorios. Si elimina un objeto del bucket de S3 vinculado que
corresponde a un directorio del sistema de archivos (es decir, un objeto con un nombre clave que
termina con una barra), FSx Lustre eliminara el directorio correspondiente del sistema de archivos
solo si esta vacio.
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Actualizacién de la configuracion de importacion

Puede establecer la configuracion de importacion de un sistema de archivos para un bucket de S3
vinculado al crear la asociacion de repositorios de datos. Para obtener mas informacion, consulte
Crear un enlace a un bucket de S3.

También puede actualizar la configuracion de importacidn en cualquier momento, incluida la politica
de importacion. Para obtener mas informacidn, consulte Actualizacion de la configuracion de

asociacion de repositorios de datos.

Monitorizacion de la importacion automatica

Si la velocidad de cambio de su bucket de S3 supera la velocidad a la que la importacion automatica
puede procesar estos cambios, los cambios de metadatos correspondientes que se importen a

su sistema de archivos de FSx For Lustre se retrasaran. Si esto ocurre, puede utilizar la métrica
AgeOf0ldestQueuedMessage para monitorizar la antigliedad del cambio mas antiguo que espera
ser procesado mediante la importacion automatica. Para obtener mas informacién sobre esta
métrica, consulte Métricas del repositorio de S3 de FSx para Lustre.

Si el retraso en la importacion de los cambios de metadatos supera los 14 dias (medido con la
métrica Age0Of0ldestQueuedMessage), los cambios del bucket de S3 que no se hayan procesado
mediante la importacién automatica no se importaran a su sistema de archivos. Ademas, el ciclo de
vida de la asociacion del repositorio de datos se marca como MISCONFIGURED vy la importacién
automatica se detiene. Si tiene habilitada la exportacién automatica, la exportacion automatica
seguira supervisando los cambios en su FSx sistema de archivos de Lustre. Sin embargo, los
cambios adicionales no se sincronizan desde su sistema de archivos FSx de Lustre con S3.

Para que la asociacion de repositorios de datos pase del estado de ciclo de vida MISCONFIGURED
al estado de ciclo de vida AVAILABLE, debe actualizar la asociacion de repositorios de datos. Puede
actualizar la asociacion de su repositorio de datos mediante el comando update-data-repository-

associationCLI (o la operacién de UpdateDataRepositoryAssociationAPI correspondiente). El unico
parametro de solicitud que necesita es el AssociationID de la asociacion de repositorios de datos
que desea actualizar.

Cuando el estado del ciclo de vida de la asociacion de repositorios de datos cambie a AVAILABLE,
se reiniciara la importacién automatica (y la exportacion automatica si esta habilitada). Al reiniciarse,
la exportacién automatica reanuda la sincronizacién de los cambios del sistema de archivos a

S3. Para sincronizar los metadatos de los objetos nuevos y modificados de S3 con su sistema de
archivos de FSx For Lustre que no se hayan importado o que procedan de cuando la asociacion
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de repositorios de datos estaba mal configurada, ejecute una tarea de importacion del repositorio
de datos. Las tareas de importacion del repositorio de datos no sincronizan las eliminaciones del
depdsito de S3 con el sistema de archivos de For Lustre FSx . Si desea sincronizar completamente
S3 con su sistema de archivos (incluidas las eliminaciones), debe volver a crear el sistema de
archivos.

Para garantizar que los retrasos en la importacién de los cambios en los metadatos no superen los
14 dias, le recomendamos que configure una alarma en la métrica AgeOf0ldestQueuedMessage

y reduzca la actividad en su bucket de S3 si la métrica AgeOf0ldestQueuedMessage supera el
umbral de alarma. En el caso de un FSx sistema de archivos de Lustre conectado a un depdsito de
S3 con una sola particion que envie de forma continua el maximo numero de cambios posibles desde
S3, y que solo se ejecute la importacion automatica en el sistema de archivos de FSx For Lustre, la
importacion automatica puede procesar una acumulacion de 7 horas de cambios de S3 en un plazo
de 14 dias.

Ademas, con una sola accion de S3, puede generar mas cambios de los que la importacion
automatica procesara en 14 dias. Algunos ejemplos de este tipo de acciones son, entre otros, las
subidas de AWS Snowball a S3 y las eliminaciones a gran escala. Si realiza un cambio a gran escala
en su deposito de S3 y desea que se sincronice con su sistema de archivos de FSx For Lustre, para
evitar que los cambios de importacion automatica superen los 14 dias, debe eliminar su sistema de
archivos y volver a crearlo una vez que se haya completado el cambio de S3.

Si su Age0OfOldestQueuedMessage métrica esta aumentando, revise su bucket GetRequests
de S3 y sus DeleteRequests métricas para PostRequests ver si hay cambios de actividad

que puedan provocar un aumento en el and/or numero de cambios que se envian a la importacion
automatica. PutRequests Para obtener informacion sobre las métricas de S3 disponibles, consulte
Monitorizacion de Amazon S3 en la Guia del usuario de Amazon S3.

Para ver una lista de todas las métricas FSx de Lustre disponibles, consulteSupervision con Amazon
CloudWatch.

Uso de las tareas del repositorio de datos para importar los cambios

La tarea de importacion del repositorio de datos importa los metadatos de los objetos nuevos o
modificados en el repositorio de datos de S3, lo que crea una nueva lista de archivos o directorios
para cualquier objeto nuevo del repositorio de datos de S3. Para cualquier objeto que se haya
modificado en el repositorio de datos, la lista de archivos o directorios correspondiente se actualiza
con los nuevos metadatos. No se realiza ninguna accidn con los objetos que se han eliminado del
repositorio de datos.
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Utilice los siguientes procedimientos para importar los cambios en los metadatos mediante la FSx
consola y la CLI de Amazon. Tenga en cuenta que puede usar una tarea de repositorio de datos para
varias DRAs.

Para importar cambios en los metadatos (consola)

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, elija Sistemas de archivos y, a continuacion, elija el sistema de
archivos de Lustre.

3. Elija la pestana Data repository.

4. En el panel Data repository associations, elija las asociaciones de repositorios de datos para las
que desea crear la tarea de importacion.

5. En el menu Actions, elija Import task. Esta opcidén no esta disponible si el sistema de archivos
no esta vinculado a un repositorio de datos. Aparece la pagina de Create import data repository
task.

6. (Opcional) Especifique hasta 32 directorios o archivos para importar desde los buckets de S3
vinculados proporcionando las rutas a dichos directorios o archivos en Data repository paths to
import.

® Note

Si la ruta que proporciona no es valida, la tarea devuelve un error.

7. (Opcional) Elija Enable en el Completion report para generar un informe de finalizacion de
la tarea una vez finalizada la tarea. Un task completion report proporciona detalles sobre los
archivos procesados por la tarea que cumplen con el alcance indicado en el Report scope. Para
especificar la ubicacién en la FSx que Amazon entregara el informe, introduce una ruta relativa
en un repositorio de datos de S3 vinculado para la ruta del informe.

8. Seleccione Crear.

Una notificacion en la parte superior de la pagina de File systems muestra la tarea que acaba de
crear en curso.

Para ver el estado y los detalles de la tarea, desplacese hacia abajo hasta el panel Data Repository
Tasks de la pestana Data Repository del sistema de archivos. El orden predeterminado muestra la
tarea mas reciente en la parte superior de la lista.
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Para ver un resumen de la tarea en esta pagina, elija el Task ID de la tarea que acaba de crear.
Aparece la pagina de Summary de la tarea.

Para importar cambios en los metadatos (CLI)

»  Utilice el comando create-data-repository-taskCLI para importar los cambios de
metadatos en su sistema de archivos de FSx for Lustre. La operaciéon de API correspondiente es
CreateDataRepositoryTask.

$ aws fsx create-data-repository-task \

--file-system-id fs-0123456789abcdef@ \

--type IMPORT_METADATA_FROM_REPOSITORY \

--paths s3://bucketnamel/dirl/pathl \

--report Enabled=true,Path=s3://bucketnamel/dirl/
pathl, Format=REPORT_CSV_20191124,Scope=FAILED_FILES_ONLY

Tras crear correctamente la tarea de repositorio de datos, Amazon FSx devuelve la descripcidon
de la tarea en formato JSON.

Después de crear la tarea para importar metadatos del repositorio de datos vinculado, puede
comprobar el estado de la tarea de importacidn del repositorio de datos. Para obtener mas
informacion sobre como ver las tareas del repositorio de datos, consulte Acceder a las tareas del

repositorio de datos.

Precargar los archivos en el sistema de archivos

Si lo desea, puede precargar el contenido, archivos individuales o directorios en su sistema de
archivos.

Importacidn de archivos mediante comandos de HSM

Amazon FSx copia los datos del repositorio de datos de Amazon S3 cuando se accede a un archivo
por primera vez. Gracias a este enfoque, la lectura o escritura inicial en un archivo tiene una pequena
latencia. Si su aplicacion es sensible a esta latencia y sabe a qué archivos o directorios debe
acceder, si lo desea, puede precargar el contenido de archivos o directorios individuales. Para ello,
use el siguiente comando hsm_restore, como se indica a continuacion.

Puede utilizar el comando hsm_action (emitido con la utilidad de usuario 1fs) para comprobar que
el contenido del archivo ha terminado de cargarse en el sistema de archivos. Un valor devuelto de
NOOP indica que el archivo se ha cargado correctamente. Ejecute los siguientes comandos desde
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una instancia de procesamiento con el sistema de archivos montado. path/to/fileSustituyalos
por la ruta del archivo que esta precargando en su sistema de archivos.

sudo 1fs hsm_restore path/to/file
sudo 1fs hsm_action path/to/file

Puede precargar todo el sistema de archivos o todo un directorio del sistema de archivos mediante
los siguientes comandos. (El ampersand final hace que un comando se ejecute como proceso en
segundo plano). Si solicita la precarga de varios archivos simultaneamente, Amazon FSx carga los
archivos del repositorio de datos de Amazon S3 en paralelo. Si un archivo ya se ha cargado en el
sistema de archivos, el comando hsm_restore no lo vuelve a cargar.

nohup find local/directory -type f -print® | xargs -@ -n 1 -P 8 sudo 1fs hsm_restore &

(® Note

Si el bucket de S3 vinculado es mas grande que el sistema de archivos, deberia poder
importar todos los metadatos de los archivos a su sistema de archivos. Sin embargo,
solo puede cargar la cantidad de datos de archivos reales que quepa en el espacio de
almacenamiento restante del sistema de archivos. Recibira un mensaje de error si intenta
acceder a los datos de los archivos cuando ya no quede espacio de almacenamiento

en el sistema de archivos. Si esto ocurre, puede aumentar la cantidad de capacidad

de almacenamiento segun sea necesario. Para obtener mas informacion, consulte
Administracion de la capacidad de almacenamiento.

Paso de validacion

Puede ejecutar el script de bash que se indica a continuacion para ayudarle a descubrir cuantos
archivos u objetos estan archivados (liberados).

Para mejorar el rendimiento del script, especialmente en los sistemas de archivos con un gran
numero de archivos, los subprocesos de la CPU se determinan automaticamente en caracteristica
del archivo /proc/cpuproc. Es decir, obtendras un rendimiento mas rapido con una instancia de
Amazon EC2 con un mayor numero de vCPU.

1. Configure el script de bash.

#!/bin/bash
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2.

# Check if a directory argument is provided
if [ $# -ne 1 ]1; then
echo "Usage: $0 /path/to/lustre/mount"
exit 1
fi

# Set the root directory from the argument
ROOT_DIR="$1"

# Check if the provided directory exists

if [ ! -d "$ROOT_DIR" ]; then
echo "Error: Directory $ROOT_DIR does not exist."
exit 1

fi

# Automatically detect number of CPUs and set threads
if command -v nproc &> /dev/null; then
THREADS=$(nproc)
elif [ -f /proc/cpuinfo ]; then
THREADS=$(grep -c Aprocessor /proc/cpuinfo)
else
echo "Unable to determine number of CPUs. Defaulting to 1 thread."
THREADS=1
fi

# Output file
OUTPUT_FILE="released_objects_$(date +%Y%m%d_%H%M%S).txt"

echo "Searching in $ROOT_DIR for all released objects using $THREADS threads"
echo "This may take a while depending on the size of the filesystem..."

# Find all released files in the specified lustre directory using parallel

# If you get false positives for file names/paths that include the word
'released’,

# you can grep 'released exists archived' instead of just 'released'

time sudo 1fs find "$ROOT_DIR" -type f | \

parallel --will-cite -j "$THREADS" -n 1000 "sudo 1lfs hsm_state {} | grep released"
> "$OUTPUT_FILE"

echo "Search complete. Released objects are listed in $OUTPUT_FILE"
echo "Total number of released objects: $(wc -1 <"$OUTPUT_FILE")"

Haga que el script sea ejecutable:
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$ chmod +x find_lustre_released_files.sh

3. Ejecute el script, como en el siguiente ejemplo:

$ ./find_lustre_released_files.sh /fsxl/sample

Searching in /fsxl/sample for all released objects using 16 threads

This may take a while depending on the size of the filesystem...
real Om9.906s

user @ml.502s

sys Om5.653s

Search complete. Released objects are listed in
released_objects_20241121_184537.txt

Total number of released objects: 30000

Si hay objetos liberados, realice una restauracion masiva en los directorios deseados para llevar los
archivos a FSx Lustre desde S3, como en el siguiente ejemplo:

$ DIR=/path/to/lustre/mount
$ nohup find $DIR -type f -print@ | xargs -0 -n 1 -P 8 sudo 1fs hsm_restore &

Tenga en cuenta que hsm_restore llevara un tiempo si hay millones de archivos.

Exportacion de los cambios al repositorio de datos

Puede exportar los cambios en los datos y los cambios en los metadatos POSIX desde su sistema
de archivos de FSx for Lustre a un repositorio de datos vinculado. Los metadatos POSIX asociados
incluyen la propiedad, los permisos y las marcas de tiempo.

Para exportar los cambios del sistema de archivos, utilice uno de los siguientes métodos.

» Configure el sistema de archivos para que exporte automaticamente los archivos nuevos,
modificados o eliminados al repositorio de datos vinculado. Para obtener mas informacién,
consulte Exporte automaticamente las actualizaciones a su bucket de S3.

« Utilice una tarea de repositorio de datos de exportacion bajo demanda. Para obtener mas
informacion, consulte Uso de las tareas del repositorio de datos para exportar los cambios

Las tareas automaticas de exportacion y exportacioén del repositorio de datos no se pueden ejecutar
al mismo tiempo.
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/A Important

La exportacion automatica no sincronizara las siguientes operaciones de metadatos del
sistema de archivos con S3 si los objetos correspondientes estan almacenados en S3 Glacier
Flexible Retrieval:

e chmod
e chown

* rename

Al activar la exportacion automatica para una asociacion de repositorios de datos, el sistema de
archivos exporta automaticamente los cambios en los datos y los metadatos de los archivos a
medida que se crean, modifican o eliminan los archivos. Al exportar archivos o directorios mediante
una tarea de exportacion de repositorios de datos, el sistema de archivos solo exporta los archivos
de datos y los metadatos que se crearon o modificaron desde la ultima exportacion.

Tanto las tareas de exportacién automatica como las de exportacion del repositorio de datos
exportan metadatos POSIX. Para obtener mas informacién, consulte Soporte de metadatos POSIX
para repositorios de datos.

/A Important

» Para garantizar que FSx Lustre pueda exportar sus datos a su bucket de S3, debe
almacenarlos en un formato compatible con UTF-8.

» Las claves de objeto de S3 tienen una longitud maxima de 1024 bytes. FSx for Lustre no
exportara archivos cuya clave de objeto de S3 correspondiente supere los 1024 bytes.

(® Note

Todos los objetos creados mediante las tareas automaticas de exportacion y exportacion del
repositorio de datos se escriben con la clase de almacenamiento S3 Standard.

Temas

» Exporte automaticamente las actualizaciones a su bucket de S3
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» Uso de las tareas del repositorio de datos para exportar los cambios

« Exportacion de archivos mediante comandos de HSM

Exporte automaticamente las actualizaciones a su bucket de S3

Puede configurar su sistema de archivos de FSx For Lustre para que actualice automaticamente el
contenido de un bucket de S3 vinculado a medida que se afiaden, modifican o eliminan archivos del
sistema de archivos. FSx for Lustre crea, actualiza o elimina el objeto en S3 en funcion del cambio en
el sistema de archivos.

@ Note

La exportacion automatica no esta disponible en FSx los sistemas de archivos Lustre 2.10 ni
en los sistemas de archivos. Scratch 1

Puede exportar a un repositorio de datos que esté en el Region de AWS mismo sistema de archivos
o en uno diferente. Region de AWS

Puede configurar la exportacién automatica al crear la asociacion de repositorios de datos y
actualizar la configuracion de exportacién automatica en cualquier momento mediante la consola de
FSx administracion AWS CLI, la APl y la AWS API.

/A Important

» Si se modifica un archivo en el sistema de archivos con todas las politicas de exportacion
automatica activadas y la importacion automatica desactivada, el contenido de ese archivo
siempre se exporta al objeto correspondiente en S3. Si ya existe un objeto en la ubicacion
de destino, se sobrescribe.

» Si se modifica un archivo tanto en el sistema de archivos como en S3, con todas las
politicas de importacion y exportacion automaticas activadas, el otro podria sobrescribir
el archivo del sistema de archivos o el objeto de S3. No se garantiza que una ediciéon
posterior en una ubicacion sobrescriba una edicion anterior en otra ubicacion. Si modifica
el mismo archivo tanto en el sistema de archivos como en el bucket de S3, debe garantizar
la coordinacion a nivel de la aplicacion para evitar este tipo de conflictos. FSx for Lustre no
evita escrituras conflictivas en varias ubicaciones.
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La politica de exportacion especifica como desea FSx que Lustre actualice su bucket de S3
vinculado a medida que el contenido del sistema de archivos cambia. Una asociacion de repositorios
de datos puede tener una de las siguientes politicas de exportacion automatica:

* Nuevo: FSx para Lustre, solo actualiza automaticamente el repositorio de datos de S3 cuando se
crea un nuevo archivo, directorio o enlace simbolico en el sistema de archivos.

* Modificado: FSx para Lustre, solo actualiza automaticamente el repositorio de datos de S3
cuando se cambia un archivo existente en el sistema de archivos. En el caso de los cambios
en el contenido de los archivos, el archivo debe cerrarse antes de propagarse al repositorio
de S3. Los cambios en los metadatos (cambio de nombre, propiedad, permisos y marcas de
tiempo) se propagan al finalizar la operacion. Al cambiar el nombre de los cambios (incluidos los
movimientos), se elimina el objeto de S3 existente (renombrado previamente) y se crea un nuevo
objeto de S3 con el nuevo nombre.

» Eliminado: FSx porque Lustre actualiza automaticamente el repositorio de datos de S3 solo cuando
se elimina un archivo, directorio o enlace simbdlico del sistema de archivos.

» Cualquier combinacién de nuevo, modificado y eliminado: FSx ya que Lustre actualiza
automaticamente el repositorio de datos de S3 cuando se produce alguna de las acciones
especificadas en el sistema de archivos. Por ejemplo, puede especificar que el repositorio de S3
se actualice cuando se afada un archivo (New) o se elimine (Deleted) del sistema de archivos,
pero no cuando se cambie un archivo.

 Sin politica configurada, FSx ya que Lustre no actualiza automaticamente el repositorio de datos
de S3 cuando se afaden, modifican o eliminan archivos del sistema de archivos. Si no configura
una politica de exportacion, la exportacion automatica esta deshabilitada. Aun puede exportar los
cambios manualmente mediante una tarea de exportacion de repositorio de datos, tal y como se
describe en Uso de las tareas del repositorio de datos para exportar los cambios.

Para la mayoria de los casos de uso, se recomienda configurar una politica de exportacion de New,
Changed y Deleted. Esta politica garantiza que todas las actualizaciones realizadas en el sistema de
archivos se exporten automaticamente al repositorio de datos de S3 vinculado.

Le recomendamos que active el registro en CloudWatch los registros para registrar la informacion
sobre cualquier archivo o directorio que no se pueda exportar automaticamente. Las advertencias
y los errores del registro contienen informacion sobre el motivo del error. Para obtener mas
informacion, consulte Registros de eventos del repositorio de datos.
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® Note

Si bien la hora de acceso (atime) y la hora de modificacion (mtime) se sincronizan con S3
durante las operaciones de exportacion, los cambios en estas marcas de tiempo por si solos
no activan la exportacion automatica. Solo los cambios en el contenido del archivo u otros
metadatos (como la propiedad o los permisos) activaran una exportacion automatica a S3.

Actualizacién de la configuracion de exportacion

Puede establecer la configuracion de exportacion de un sistema de archivos a un bucket de S3
vinculado al crear la asociacion de repositorios de datos. Para obtener mas informacion, consulte
Crear un enlace a un bucket de S3.

También puede actualizar la configuracion de exportacién en cualquier momento, incluida la politica
de exportacién. Para obtener mas informacién, consulte Actualizacion de la configuracion de
asociacion de repositorios de datos.

Monitorizacion de la exportacion automatica

Puedes supervisar las asociaciones de repositorios de datos habilitadas para la exportacion
automatica mediante un conjunto de métricas publicadas en Amazon CloudWatch. La métrica
AgeOf0ldestQueuedMessage representa la antigiiedad de la actualizacion mas antigua realizada
en el sistema de archivos y que aun no se ha exportado a S3. Si Age0f0ldestQueuedMessage
es mayor que cero durante un periodo prolongado, se recomienda reducir temporalmente el numero
de cambios (en particular, los cambios de nombre de los directorios) que se estan realizando
activamente en el sistema de archivos hasta que se reduzca la cola de mensajes. Para obtener mas
informacion, consulte Métricas del repositorio de S3 de FSx para Lustre.

/A Important

Al eliminar una asociacion de repositorios de datos o un sistema de archivos

con la exportacion automatica habilitada, primero debe asegurarse de que
AgeOf0ldestQueuedMessage es cero, lo que significa que no hay cambios que aun no
se hayan exportado. Si Age0f0ldestQueuedMessage es mayor que cero al eliminar

la asociacion de repositorios de datos o el sistema de archivos, los cambios que aun no
se hayan exportado no llegaran al bucket de S3 vinculado. Para evitarlo, espere a que
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AgeOfOldestQueuedMessage llegue a cero antes de eliminar la asociacion de repositorios
de datos o el sistema de archivos.

Uso de las tareas del repositorio de datos para exportar los cambios

La tarea de exportacion del repositorio de datos exporta los archivos nuevos o modificados en

el sistema de archivos. Crea un objeto nuevo en S3 para cualquier archivo nuevo del sistema

de archivos. Para cualquier archivo que se haya modificado en el sistema de archivos o cuyos
metadatos se hayan modificado, el objeto correspondiente de S3 se sustituye por un objeto nuevo
con los nuevos datos y metadatos. No se realiza ninguna accion en relacion con los archivos que se
han eliminado del sistema de archivos.

(® Note

Tenga en cuenta las siguientes consideraciones al utilizar las tareas de exportacion de
repositorios de datos:

* No se admite el uso de caracteres comodin para incluir o excluir archivos para la
exportacion.

Al realizar operaciones mv, el archivo de destino después de moverlo se exportara a S3
aunque no se haya producido ningun cambio en el UID, el GID, el permiso o el contenido.

Utilice los siguientes procedimientos para exportar los cambios de datos y metadatos del sistema de
archivos a buckets S3 vinculados mediante la FSx consola de Amazon y la CLI. Tenga en cuenta que
puede usar una tarea de repositorio de datos para varias DRAs.

Para exportar cambios (consola)

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, elija Sistemas de archivos y, a continuacion, elija el sistema de
archivos de Lustre.

3. Elija la pestana Data repository.

4. En el panel Data repository associations, elija la asociacion de repositorios de datos para la que
desea crear la tarea de exportacion.
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5. Para Actions, elija Export. Esta opcidn no esta disponible si el sistema de archivos no esta
vinculado a un repositorio de datos en S3. Aparece el cuadro de dialogo de Create export data
repository task.

6. (Opcional) Especifica hasta 32 directorios o archivos para exportar desde tu sistema de FSx
archivos de Amazon proporcionando las rutas a esos directorios o archivos en Rutas del sistema
de archivos a exportar. Las rutas que proporcione deben estar en relacion con el punto de
montaje del sistema de archivos. Si el punto de montaje es /mnt/fsxy /mnt/fsx/pathl
es un directorio o un archivo del sistema de archivos que desea exportar, la ruta que debe
proporcionarse es pathl.

(® Note

Si la ruta que proporciona no es valida, la tarea devuelve un error.

7. (Opcional) Elija Enable en el Completion report para generar un informe de finalizacion de
la tarea una vez finalizada la tarea. Un task completion report proporciona detalles sobre los
archivos procesados por la tarea que cumplen con el alcance indicado en el Report scope. Para
especificar la ubicacion en la FSx que Amazon entregara el informe, introduce una ruta relativa
en el repositorio de datos S3 vinculado al sistema de archivos para la ruta del informe.

8. Seleccione Crear.

Una notificacion en la parte superior de la pagina de File systems muestra la tarea que acaba de
crear en curso.

Para ver el estado y los detalles de la tarea, desplacese hacia abajo hasta el panel Data Repository
Tasks de la pestana Data Repository del sistema de archivos. El orden predeterminado muestra la
tarea mas reciente en la parte superior de la lista.

Para ver un resumen de la tarea en esta pagina, elija el Task ID de la tarea que acaba de crear.
Aparece la pagina de Summary de la tarea.

Para exportar cambios (CLI)

+  Utilice el comando create-data-repository-taskCLI para exportar los cambios de datos
y metadatos a su sistema de archivos FSx for Lustre. La operacion de API correspondiente es
CreateDataRepositoryTask.

$ aws fsx create-data-repository-task \
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--file-system-id fs-0123456789abcdef® \
--type EXPORT_TO_REPOSITORY \

--paths pathl,path2/filel \

--report Enabled=true

Tras crear correctamente la tarea de repositorio de datos, Amazon FSx devuelve la descripcidon

de la tarea en formato JSON, como se muestra en el siguiente ejemplo.

"Task": {

east-1:123456789012:task:task-123f8cd8e330c1321"

}

"TaskId": "task-123f8cd8e330c1321",

"Type": "EXPORT_TO_REPOSITORY",

"Lifecycle": "PENDING",

"FileSystemId": "fs-0123456789abcdef@",

"Paths": ["pathl", "path2/filel"],

"Report": {
"Path":"s3://dataset-01/reports"”,
"Format":"REPORT_CSV_20191124",
"Enabled":true,
"Scope":"FAILED_FILES_ONLY"

},

"CreationTime": "1545070680.120",

"ClientRequestToken": "10192019-drt-12",

"ResourceARN": "arn:aws:fsx:us-

Después de crear la tarea para exportar datos al repositorio de datos vinculado, puede comprobar el

estado de la tarea de exportacion de datos. Para obtener mas informacion sobre como ver las tareas

del repositorio de datos, consulte Acceder a las tareas del repositorio de datos.

Exportacion de archivos mediante comandos de HSM

(® Note

Para exportar los cambios en los datos y metadatos de su sistema de archivos FSx for

Lustre a un repositorio de datos duradero en Amazon S3, utilice la funcién de exportacion

automatica que se describe enExporte automaticamente las actualizaciones a su bucket
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de S3. También puede utilizar las tareas de exportacién de repositorios de datos, que se
describen en Uso de las tareas del repositorio de datos para exportar los cambios.

Para exportar un archivo individual a su repositorio de datos y comprobar que el archivo se ha
exportado correctamente a su repositorio de datos, puede ejecutar los comandos que se muestran
a continuacion. Un valor devuelto de states: (0x00000009) exists archived indica que el
archivo se ha exportado correctamente.

sudo 1fs hsm_archive path/to/export/file
sudo 1fs hsm_state path/to/export/file

@ Note

Debe ejecutar los comandos de HSM (como hsm_archive) como usuario raiz o mediante
sudo.

Para exportar todo el sistema de archivos o un directorio completo del sistema de archivos, ejecute
los siguientes comandos. Si exporta varios archivos simultdaneamente, Amazon FSx for Lustre
exporta los archivos a su repositorio de datos de Amazon S3 en paralelo.

nohup find local/directory -type f -print® | xargs -0 -n 1 sudo 1fs hsm_archive &

Para determinar si la exportacién se ha completado, ejecute el siguiente comando.

find path/to/export/file -type f -print® | xargs -0 -n 1 -P 8 sudo 1fs hsm_state | awk
"1/\<archived\>/ || /\<dirty\>/' | wc -1

Si el comando se devuelve y no quedan archivos, la exportacion se ha completado.

Tareas de repositorio de datos

Mediante las tareas de importacion y exportacion de repositorios de datos, puede gestionar la
transferencia de datos y metadatos entre su sistema de archivos FSx for Lustre y cualquiera de sus
repositorios de datos duraderos en Amazon S3.
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Las tareas de repositorio de datos optimizan las transferencias de datos y metadatos entre su
sistema FSx de archivos de Lustre y un repositorio de datos de S3. Una forma de hacerlo es
mediante el seguimiento de los cambios entre tu sistema de FSx archivos de Amazon y su repositorio
de datos enlazado. También lo hacen mediante el uso de técnicas de transferencia paralela para
transferir datos a velocidades de hasta cientos de GBps. Las tareas del repositorio de datos se crean
y visualizan mediante la FSx consola de Amazon AWS CLI, lay la FSx API de Amazon.

Las tareas de repositorio de datos mantienen los metadatos de la interfaz portatil del sistema
operativo (POSIX) del sistema de archivos, incluidos la propiedad, los permisos y las marcas de
tiempo. Como las tareas mantienen estos metadatos, puede implementar y mantener controles de
acceso entre su sistema de archivos de FSx For Lustre y sus repositorios de datos vinculados.

Puede utilizar una tarea de liberacion de repositorios de datos para liberar espacio en el sistema

de archivos para nuevos archivos mediante la liberacidon de archivos exportados a Amazon S3. El
contenido del archivo liberado se elimina, pero los metadatos del archivo liberado permanecen en el
sistema de archivos. Los usuarios y las aplicaciones pueden seguir accediendo a un archivo liberado
volviendo a leer el archivo. Cuando el usuario o la aplicacion leen el archivo publicado, FSx for Lustre
recupera de forma transparente el contenido del archivo de Amazon S3.

Tipos de tareas de repositorio de datos

Existen tres tipos de tareas de repositorio de datos:

» Las tareas Exportar del repositorio de datos exportan desde el sistema de archivos de Lustre a un
bucket de S3 vinculado.

» Las tareas Importar del repositorio de datos importan desde un bucket de S3 vinculado al sistema
de archivos de Lustre.

» Las tareas Liberar del repositorio de datos liberan archivos exportados a un bucket de S3
vinculado desde el sistema de archivos de Lustre.

Para obtener mas informacion, consulte Creacion de una tarea de repositorio de datos.

Temas

« Comprender el estado y los detalles de una tarea

» Uso de tareas de repositorio de datos

» Trabajar con informes de finalizacion de tareas

» Resoluciéon de fallos en las tareas del repositorio de datos
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Comprender el estado y los detalles de una tarea

Una tarea de repositorio de datos tiene informacion descriptiva y un estado del ciclo de vida.

Tras crear una tarea, puede ver la siguiente informacion detallada de una tarea de repositorio de
datos mediante la FSx consola, la CLI o la APl de Amazon:

» Eltipo de tarea:
« EXPORT_TO_REPOSITORY indica una tarea de exportacion.
 IMPORT_METADATA_FROM_REPOSITORY indica una tarea de importacion.
« RELEASE_DATA_FROM_FILESYSTEM indica una tarea de liberacion.

+ El sistema de archivos en el que se ejecuto la tarea.

+ La hora de creacion de la tarea.

+ El estado de la tarea.

» El numero total de archivos que proceso la tarea.

« El numero total de archivos que la tarea procesé correctamente.

» El numero total de archivos que la tarea no pudo procesar. Este valor es mayor que cero cuando
el estado de la tarea es FAILED. La informacion detallada sobre los archivos que fallaron esta
disponible en un informe de finalizacion de tarea. Para obtener mas informacion, consulte Trabajar
con informes de finalizacion de tareas.

» La hora en que comenzo la tarea.

» La hora en que se actualiz6 por ultima vez el estado de la tarea. El estado de la tarea se actualiza
cada 30 segundos.

Una tarea de repositorio de datos puede tener uno de los siguientes estados:

« PENDIENTE indica que Amazon no FSx ha iniciado la tarea.
« EJECUTAR indica que Amazon FSx esta procesando la tarea.

* FALLIDO indica que Amazon FSx no ha procesado correctamente la tarea. Por ejemplo, puede
haber archivos que la tarea no haya podido procesar. Los detalles de la tarea proporcionan
mas informacién sobre el fallo. Para obtener mas informacién sobre las tareas fallidas, consulte
Resolucion de fallos en las tareas del repositorio de datos.

« SUCEDED indica que Amazon FSx ha completado la tarea correctamente.

+ CANCELED indica que la tarea se cancel6 y no se completd.
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*+ CANCELAR indica que Amazon FSx esta cancelando la tarea.

Para obtener mas informacién sobre el acceso a las tareas de repositorio de datos existentes,
consulte Acceder a las tareas del repositorio de datos.

Uso de tareas de repositorio de datos

En las siguientes secciones, encontrara informacion detallada sobre como administrar las tareas del
repositorio de datos. Puede crear, duplicar, ver los detalles y cancelar las tareas del repositorio de
datos mediante la FSx consola, la CL| o la API de Amazon.

Temas

* Creacién de una tarea de repositorio de datos

» Duplicacion de una tarea

* Acceder a las tareas del repositorio de datos

» Cancelar una tarea de repositorio de datos

Creacidn de una tarea de repositorio de datos

Puede crear una tarea de repositorio de datos mediante la FSx consola, la CLI o la APl de Amazon.
Después de crear una tarea, puede ver el progreso y el estado de la tarea mediante la consola, la
CLl o la APL.

Puede crear tres tipos de tareas de repositorio de datos:

» La tarea Exportar del repositorio de datos exporta desde el sistema de archivos de Lustre a un
bucket de S3 vinculado. Para obtener mas informacién, consulte Uso de las tareas del repositorio
de datos para exportar los cambios.

» La tarea Importar del repositorio de datos importa desde un bucket de S3 vinculado al sistema de
archivos de Lustre. Para obtener mas informacion, consulte Uso de las tareas del repositorio de
datos para importar los cambios.

» Latarea Liberar del repositorio de datos libera los archivos del sistema de archivos de Lustre que
se hayan exportado a un bucket de S3 vinculado. Para obtener mas informacion, consulte Utilizar
las tareas del repositorio de datos para liberar archivos.
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Duplicacién de una tarea

Puedes duplicar una tarea de repositorio de datos existente en la FSx consola de Amazon. Cuando
duplica una tarea, se muestra una copia exacta de la tarea existente en la pagina Crear tarea de
repositorio de datos de importacion o Crear tarea de repositorio de datos de exportacion. Puede
realizar cambios en las rutas para exportar o importar, segun sea necesario, antes de creary
ejecutar la nueva tarea.

@ Note

Una solicitud para ejecutar una tarea duplicada fallara si ya se esta ejecutando una copia
exacta de esa tarea. Una copia exacta de una tarea que ya se esta ejecutando contiene
la misma ruta o rutas del sistema de archivos en el caso de una tarea de exportacion o las
mismas rutas del repositorio de datos en el caso de una tarea de importacion.

Puede duplicar una tarea desde la vista de detalles de la tarea, el panel Tareas del repositorio de
datos en la pestafna Repositorio de datos para el sistema de archivos o desde la pagina Tareas del
repositorio de datos.

Para duplicar una tarea existente

1. Elija una tarea en el panel Tareas del repositorio de datos en la pestafa Repositorio de datos
para el sistema de archivos.

2. Elija Duplicate task (Duplicar tarea). Segun el tipo de tarea que elija, aparecera la pagina
Crear tarea de repositorio de datos de importacion o Crear tarea de repositorio de datos de
exportacion. Todos los ajustes de la nueva tarea son idénticos a los de la tarea que esta
duplicando.

Cambie o anada las rutas desde las que quiera importar o a las que desea exportar.

4. Seleccione Crear.

Acceder a las tareas del repositorio de datos

Tras crear una tarea de repositorio de datos, puede acceder a la tarea y a todas las tareas existentes
en su cuenta mediante la FSx consola, la CLI y la APl de Amazon. Amazon FSx proporciona la
siguiente informacion detallada sobre las tareas:

* Todas las tareas existentes.
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» Todas las tareas de un sistema de archivos especifico.
» Todas las tareas de una asociacion de repositorios de datos especifica.

» Todas las tareas con un estado de ciclo de vida especifico. Para obtener mas informacion sobre
los valores de estado del ciclo de vida de las tareas, consulte Comprender el estado y los detalles
de una tarea.

Puede acceder a todas las tareas del repositorio de datos existentes en su cuenta mediante la FSx
consola, la CLI o la APl de Amazon, tal y como se describe a continuacion.

Como ver las tareas del repositorio de datos y los detalles de las tareas (consola)

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, seleccione el sistema de archivos para el que desea ver las tareas
del repositorio de datos. Aparecera la pagina de detalles del sistema de archivos.

3. Enla pagina de detalles del sistema de archivos, seleccione la pestafa Repositorio de datos.
Todas las tareas de este sistema de archivos aparecen en el panel de Tareas del repositorio de
datos.

4. Para ver los detalles de una tarea, elija el ID de la tarea o el Nombre de la tarea en el panel de
Tareas del repositorio de datos. Aparece la pagina de detalles de la tarea.

Task status Info

Total number of files to export Info Task start time Info
0 2019-12-17T17:21:15-05:00
Files successfully exported Info Task end time Info
0 2019-12-17T17:22:13-05:00
Files failed to export Info Task last updated time Info
0 2019-12-17T17:21:36-05:00
Completion report
© Enabled Report format Report path
REPORT_CSV_20191124 s3://completion-report-
test/FSxLustre20191217T214233Z/.aws-fsx-
Report scope data-repository-tasks

FAILED_FILES_ONLY
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Para recuperar las tareas del repositorio de datos y los detalles de las tareas (CLI)

Con el comando Amazon FSx describe-data-repository-tasksCLI, puede ver todas las
tareas del repositorio de datos y sus detalles en su cuenta. DescribeDataRepositoryTaskses el
comando de API equivalente.

«  Utilice el siguiente comando para ver todos los objetos de tarea de repositorio de datos de su
cuenta.

aws fsx describe-data-repository-tasks

Si el comando se ejecuta correctamente, Amazon FSx devuelve la respuesta en formato JSON.

{
"DataRepositoryTasks": [
{
"Lifecycle": "EXECUTING",
"Paths": [],
"Report": {

"Path":"s3://dataset-01/reports"”,
"Format":"REPORT_CSV_20191124",
"Enabled":true,
"Scope":"FAILED_FILES_ONLY"

},

"StartTime": 1591863862.288,

"EndTime": ,

"Type": "EXPORT_TO_REPOSITORY",

||Tags||: []'
"TaskId": "task-0123456789%abcdef3",
"Status": {

"SucceededCount": 4255,
"TotalCount": 4200,
"FailedCount": 55,
"LastUpdatedTime": 1571863875.289
.
"FileSystemId": "fs-0123456789a7",
"CreationTime": 1571863850.075,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789abcdef3"
},
{
"Lifecycle": "FAILED",
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"Paths": [],
"Report": {

"Enabled": false,
.
"StartTime": 1571863862.288,
"EndTime": 1571863905.292,
"Type": "EXPORT_TO_REPOSITORY",

"Tags": [],
"TaskId": "task-0123456789abcdefl",
"Status": {

"SucceededCount": 1153,
"TotalCount": 1156,
"FailedCount": 3,
"LastUpdatedTime": 1571863875.289
},
"FileSystemId": "fs-0123456789abcdef",
"CreationTime": 1571863850.075,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789abcdefl"

.

{
"Lifecycle": "SUCCEEDED",
"Paths": [],
"Report": {

"Path":"s3://dataset-04/reports"”,
"Format":"REPORT_CSV_20191124",
"Enabled":true,
"Scope":"FAILED_FILES_ONLY"

},

"StartTime": 1571863862.288,

"EndTime": 1571863905.292,

"Type": "EXPORT_TO_REPOSITORY",

"Tags": [1],
"TaskId": "task-04299453935122318",
"Status": {

"SucceededCount": 258,
"TotalCount": 258,
"FailedCount": 0,
"LastUpdatedTime": 1771848950.012,
I
"FileSystemId": "fs-0123456789abcdef0",
"CreationTime": 1771848950.012,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789abcdef0"
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Visualizacion de las tareas por sistema de archivos

Puede ver todas las tareas de un sistema de archivos especifico mediante la FSx consola, la CLI o la
APl de Amazon, tal y como se describe a continuacion.

Cdémo ver las tareas por sistema de archivos (consola)

1. En el panel de navegacion, elija File systems (Sistema de archivos). Aparece la pagina File
system (Sistema de archivos).

2. Seleccione el sistema de archivos para el que desea ver las tareas del repositorio de datos.
Aparecera la pagina de detalles del sistema de archivos.

3. Enla pagina de detalles del sistema de archivos, seleccione la pestafia Repositorio de datos.
Todas las tareas de este sistema de archivos aparecen en el panel de Tareas del repositorio de
datos.

Para recuperar tareas por sistema de archivos (CLI)

«  Utilice el siguiente comando para ver todas las tareas del repositorio de datos del sistema de
archivos fs-0123456789abcdef0.

aws fsx describe-data-repository-tasks \
--filters Name=file-system-id,Values=fs-0123456789abcdef0®

Si el comando se ejecuta correctamente, Amazon FSx devuelve la respuesta en formato JSON.

{
"DataRepositoryTasks": [
{
"Lifecycle": "FAILED",
"Paths": [],
"Report": {

"Path":"s3://dataset-04/reports"”,
"Format":"REPORT_CSV_20191124",
"Enabled":true,
"Scope":"FAILED_FILES_ONLY"
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+

"StartTime": 1571863862.288,
"EndTime": 1571863905.292,
"Type": "EXPORT_TO_REPOSITORY",

"Tags": [1],
"TaskId": "task-0123456789%abcdefl",
"Status": {

"SucceededCount": 1153,
"TotalCount": 1156,
"FailedCount": 3,
"LastUpdatedTime": 1571863875.289
I
"FileSystemId": "fs-0123456789abcdef0",
"CreationTime": 1571863850.075,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789abcdefl"

},

{
"Lifecycle": "SUCCEEDED",
"Paths": [],
"Report": {

"Enabled": false,
},
"StartTime": 1571863862.288,
"EndTime": 1571863905.292,
"Type": "EXPORT_TO_REPOSITORY",

"Tags": [1],
"TaskId": "task-0123456789%abcdef0",
"Status": {

"SucceededCount": 258,
"TotalCount": 258,
"FailedCount": 0,
"LastUpdatedTime": 1771848950.012,
I
"FileSystemId": "fs-0123456789abcdef0",
"CreationTime": 1771848950.012,
"ResourceARN": "arn:aws:fsx:us-east-1:1234567890:task/
task-0123456789abcdef0"

}
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Cancelar una tarea de repositorio de datos

Puede cancelar una tarea de repositorio de datos mientras se encuentra en estado PENDIENTE o
EN EJECUCION. Cuando cancela una tarea, ocurre lo siguiente:

* Amazon FSx no procesa ningun archivo que esté en cola para ser procesado.
« Amazon FSx continua procesando todos los archivos que estén actualmente en proceso.

« Amazon FSx no revierte ningun archivo que la tarea ya haya procesado.

Para cancelar una tarea de repositorio de datos (consola)

1. Abre la FSx consola de Amazon en htips://console.aws.amazon.com/fsx/.

2. Haga clic en el sistema de archivos para el que desee cancelar una tarea de repositorio de
datos.

3. Abra la pestafa Repositorio de datos y desplacese hacia abajo para ver el panel Tareas del
repositorio de datos.

4. Seleccione ID de tarea 0 Nombre de tarea para la tarea que quiere cancelar.
5. Seleccione Cancelar tarea para cancelar la tarea.

6. Introduzca el ID de la tarea para confirmar la solicitud de cancelacion.

Para cancelar una tarea de repositorio de datos (consola)

Utilice el comando Amazon FSx cancel-data-repository-taskCLI para cancelar una tarea.

CancelDataRepositoryTaskes el comando de API equivalente.

«  Utilice el siguiente comando para cancelar una tarea de repositorio de datos.

aws fsx cancel-data-repository-task \
--task-id task-0123456789abcdef0

Si el comando se ejecuta correctamente, Amazon FSx devuelve la respuesta en formato JSON.

"Status": "CANCELING",
"TaskId": "task-0123456789abcdef"
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Trabajar con informes de finalizacion de tareas

Un informe de finalizacion de tarea proporciona detalles sobre los resultados de una tarea de
repositorio de datos de exportacion, importacion o liberacion. El informe incluye los resultados de los
archivos procesados por la tarea que coinciden con el alcance del informe. Puede especificar si se va
a generar un informe para una tarea mediante el parametro Enabled.

Amazon FSx envia el informe al repositorio de datos enlazados del sistema de archivos en Amazon
S3, utilizando la ruta que especifique al habilitar el informe para una tarea. El nombre de archivo
del informe es report.csv para las tareas de importaciéon y failures. csv para las tareas de
exportacion o liberacion.

El formato del informe es un archivo de valores separados por comas (CSV) que tiene tres campos:
FilePath, FileStatus y ErrorCode.

Los informes se codifican con el formato RFC-4180 de la siguiente manera:

 Las rutas que comiencen con cualquiera de los siguientes caracteres aparecen entre comillas
simples: @ + - =

» Las cadenas que contienen al menos uno de los caracteres siguientes van entre comillas dobles:

n
’

» Todas las comillas dobles se escapan con una comilla doble adicional.

A continuacion se muestran algunos ejemplos de codificacion de informes:

« @filename.txt se convertiraen """@filename.txt"""
 +filename.txt se convertiraen """+filename.txt"""
« file,name.txt se convertirdaen "file, name.txt"

e file"name.txt se convertiraen "file""name.txt"

Para obtener mas informacion sobre la codificacion RFC-4180, consulte Formato comun RFC-4180 y
tipo MIME para archivos de valores separados por comas [CSV] en el sitio web del IETF.

El siguiente es un ejemplo de la informacion proporcionada en un informe de finalizacion de tareas
que incluye solo los archivos con errores.

myRestrictedFile,failed, S3AccessDenied
dirl/mylLargeFile,failed,FileSizeToolLarge
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dir2/anotherLargeFile,failed,FileSizeToolLarge

Para obtener mas informacidn sobre los fallos de las tareas y como resolverlos, consulte Resolucion
de fallos en las tareas del repositorio de datos.

Resolucién de fallos en las tareas del repositorio de datos

Puede activar el registro en CloudWatch Logs para registrar informacion sobre cualquier error que
se haya producido al importar o exportar archivos mediante las tareas de repositorio de datos. Para
obtener informacion sobre CloudWatch los registros de eventos de Logs, consulteRegistros de
eventos del repositorio de datos.

Cuando se produce un error en una tarea de repositorio de datos, puedes encontrar el numero de
archivos que Amazon FSx no ha podido procesar en Files failed to export en la pagina de estado de
la tarea de la consola. O bien, puede usar la CLI o la APl y ver la propiedad de la tarea Status:
FailedCount. Para obtener informacion sobre como acceder a esta informacion, consulte Acceder
a las tareas del repositorio de datos.

Para las tareas de repositorio de datos, Amazon FSx también proporciona opcionalmente
informacion sobre los archivos y directorios especificos en los que se produjo un error en un informe
de finalizacion. El informe de finalizacion de tareas contiene la ruta del archivo o directorio del
sistema de archivos de Lustre en el que se produjo el error, su estado y el motivo del error. Para
obtener mas informacion, consulte Trabajar con informes de finalizacion de tareas.

Una tarea de repositorio de datos puede fallar por varios motivos, incluidos los que se enumeran a
continuacion.

Caddigo de error Explicacion

FileSizeToolLarge El tamafio maximo de objeto que admite
Amazon S3 es de 5 TiB.

InternalError Se ha producido un error en el sistema de FSx
archivos de Amazon durante una tarea de
importacion, exportacion o publicacion. Por lo
general, este cddigo de error significa que el
sistema de FSx archivos de Amazon en el que
se ejecuto la tarea fallida se encuentra en un
estado de ciclo de vida FALLIDO. Cuando esto
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Caddigo de error

OperationNotPermitted

PathSizeToolong

ResourceBusy

Explicacion

ocurre, es posible que los archivos afectados
no se puedan recuperar debido a la pérdida
de datos. De lo contrario, puede utilizar los
comandos de gestion de almacenamiento
jerarquico (HSM) para exportar los archivos y
directorios al repositorio de datos de S3. Para
obtener mas informacion, consulte Exportacion
de archivos mediante comandos de HSM.

Amazon FSx no pudo liberar el archivo

porque no se ha exportado a un bucket de S3
vinculado. Debe utilizar las tareas automatic
as de exportacion o exportacion del repositorio
de datos para asegurarse de que sus archivos
se exporten primero al bucket de Amazon S3
vinculado.

La ruta de exportacion es demasiado larga.
La longitud maxima de la clave de objeto que
admite S3 es de 1024 caracteres.

Amazon FSx no pudo exportar o liberar el
archivo porque estaba siendo modificad

o por otro cliente del sistema de archivos.
Puedes volver a intentarlo cuando tu flujo
DataRepositoryTask de trabajo haya terminado
de escribirse en el archivo.
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Caddigo de error

S3AccessDenied

Explicacion

Se denego el acceso a Amazon S3 para una
tarea de exportacion o importacion de un
repositorio de datos.

Para las tareas de exportacion, el sistema de
FSx archivos de Amazon debe tener permiso
para realizar la S3:PutObject operacion de
exportacion a un repositorio de datos vinculado
en S3. Este permiso se concede en el rol
vinculado al servicio AWSServiceRoleForF
SxS3Access_ fs-0123456789abcde

f0 . Para obtener mas informacion, consulte
Uso de roles vinculados a servicios para

Amazon FSx.

Para las tareas de exportacion, debido a

que la tarea de exportacién requiere que los
datos fluyan fuera de la VPC de un sistema

de archivos, este error puede producirse si

el repositorio de destino tiene una politica de
bucket que contenga una de las claves de
condicion globales de IAM aws : SourceVpc o
aws:SourceVpce .

Para las tareas de importacion, el sistema

de FSx archivos de Amazon debe tener
permiso para realizar S3:HeadObject las
S3:GetObject operaciones de importacion
desde un repositorio de datos vinculado en S3.

Para las tareas de importacion, si su bucket de
S3 utiliza el cifrado del lado del servidor con
claves administradas por el cliente almacenad
as en AWS Key Management Service (SSE-
KMS), debe seguir las configuraciones de
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Caddigo de error

S3Error

S3FileDeleted

Explicacion

politica que se indican en. Trabajo con buckets
de Amazon S3 cifrados del lado del servidor

Si su bucket de S3 contiene objetos cargados
desde una cuenta de bucket de S3 Cuenta de
AWS distinta a la de su sistema de archivos,
puede asegurarse de que las tareas del
repositorio de datos puedan modificar los
metadatos de S3 o sobrescribir los objetos

de S3, independientemente de la cuenta en

la que se hayan cargado. Le recomendamos
que habilite la caracteristica de la propiedad de
objetos de S3 en el bucket de S3. Esta funcion
le permite apropiarse de los objetos nuevos
que otros Cuentas de AWS cargan en su
bucket, ya que obliga a las cargas a proporcio
nar la ACL predeterminada-/-acl bucket-
owner-full-control . Para habilitarla
propiedad de objetos de S3, elija la opcion que
prefiera el propietario del bucket en su bucket
de S3. Para obtener mas informacién, consulte
Control de la propiedad de objetos cargados
mediante la propiedad de objetos de S3 en la
Guia del usuario de Amazon S3.

Amazon FSx encontrd un error relacionado con
S3 que no era asi. S3AccessDenied

Amazon no FSx ha podido exportar un archivo
de enlace duro porque el archivo fuente no
existe en el repositorio de datos.
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Caddigo de error

S30bjectInUnsupportedTier

S30bjectNotFound

S30bjectPathNotPosixCompliant

S30bjectUpdateInProgressFro
mFileRename

Explicacion

Amazon importdé FSx correctamente un
objeto sin enlace simbdlico de una clase de
almacenamiento S3 Glacier Flexible Retrieval
o S3 Glacier Deep Archive. El FileStatu
s sera succeeded with warningen
el informe de finalizacion de la tarea. La
advertencia indica que, para recuperar los
datos, primero debe restaurar el objeto

S3 Glacier Flexible Retrieval o S3 Glacier
Deep Archive y luego utilizar un comando
hsm_restore paraimportar el objeto.

Amazon no FSx ha podido importar ni exportar
el archivo porque no existe en el repositorio de
datos.

El objeto Amazon S3 existe, pero no se puede
importar porque no es un objeto compatible
con POSIX. Para obtener informacion acerca
de los metadatos POSIX soportados, consulte
Soporte de metadatos POSIX para repositorios

de datos.

Amazon FSx no pudo liberar el archivo porque
la exportacién automatica esta procesando un
cambio de nombre del archivo. El proceso de
cambio de nombre de la exportacion automatic
a debe finalizar antes de poder liberar el
archivo.

Resolucion de fallos en las tareas
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Caddigo de error Explicacion

S3SymlinkInUnsupportedTier Amazon no FSx ha podido importar un objeto
de enlace simbdlico porque se encuentra en
una clase de almacenamiento de Amazon
S3 que no es compatible, como una clase de
almacenamiento S3 Glacier Flexible Retrieval
o S3 Glacier Deep Archive. El FileStatus
sera failed en el informe de finalizacién de la

tarea.
SourceObjectDeletedBeforeRe Amazon no FSx ha podido liberar el archivo del
leasing sistema de archivos porque se ha eliminado
del repositorio de datos antes de que pudiera
publicarse.

Liberacion de archivos

Las tareas de repositorio de datos liberan los datos de los archivos de su sistema de archivos FSx
para Lustre a fin de liberar espacio para nuevos archivos. Al liberar un archivo, se retiene la lista de
archivos y los metadatos, pero se elimina la copia local del contenido de ese archivo. Si un usuario
0 una aplicacién accede a un archivo liberado, los datos se vuelven a cargar de forma automatica y
transparente en el sistema de archivos desde el bucket de Amazon S3 vinculado.

(® Note

Las tareas de publicacion del repositorio de datos no estan disponibles en los FSx sistemas
de archivos Lustre 2.10.

Los parametros Rutas del sistema de archivos por publicar y Duracion minima desde el ultimo
acceso determinan qué archivos se publicaran.

» Rutas del sistema de archivos por publicar: especifica la ruta desde la que se publicaran los
archivos.

» Duracion minima desde el ultimo acceso: especifica la duracién, en dias, de modo que se libere
cualquier archivo al que no se haya accedido durante ese periodo. El tiempo transcurrido desde la
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ultima vez que se accedio a un archivo se calcula tomando la diferencia entre la hora de creacion
de la tarea de publicacion y la ultima vez que se accedié a un archivo (el valor maximo es atime,
mtime y ctime).

Los archivos solo se liberaran por la ruta del archivo si se han exportado a S3 y tienen una duracién
desde el ultimo acceso superior a la duracion minima desde el ultimo acceso. Indicar una duracién
minima de @ dias desde el ultimo acceso liberara los archivos independientemente de la duracion
desde el ultimo acceso.

(® Note

No se admite el uso de caracteres comodin para incluir o excluir archivos para publicacion.

Las tareas de publicacion del repositorio de datos solo liberaran los datos de los archivos que ya se
hayan exportado a un repositorio de datos de S3 vinculado. Puede exportar datos a S3 mediante

la caracteristica de exportacién automatica, una tarea de exportacién de un repositorio de datos o
los comandos del HSM. Para comprobar que un archivo se haya exportado al repositorio de datos,
puede ejecutar el siguiente comando. Un valor devuelto de states: (0x00000009) exists
archived indica que el archivo se ha exportado correctamente.

sudo 1fs hsm_state path/to/export/file

@ Note

Debe ejecutar el comando del HSM como usuario raiz o mediante sudo.

Para publicar datos de archivos a intervalos regulares, puede programar una tarea de repositorio
de datos de publicacién periddica mediante Amazon EventBridge Scheduler. Para obtener mas
informacion, consulte Introduccion a EventBridge Scheduler en la Guia del usuario de Amazon
EventBridge Scheduler.

Temas

» Utilizar las tareas del repositorio de datos para liberar archivos
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Utilizar las tareas del repositorio de datos para liberar archivos

Utilice los siguientes procedimientos para crear tareas que liberen archivos del sistema de archivos
mediante la FSx consola Amazon y la CLI. Al liberar un archivo, se retiene la lista de archivos y los
metadatos, pero se elimina la copia local del contenido de ese archivo.

Para liberar archivos (consola)

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion izquierdo, elija Sistemas de archivos, a continuacion, elija el sistema
de archivos de Lustre.

3. Elija la pestana Data repository.

4. En el panel Data repository associations, elija la asociacion de repositorios de datos para la que
desea crear la tarea de liberacion.

5. En Actions, elija Create read replica. Esta opcion solo esta disponible si el sistema de archivos
esta vinculado a un repositorio de datos en S3. Aparece el cuadro de dialogo de Create release
data repository task.

6. En Rutas del sistema de archivos que se van a liberar, especifica hasta 32 directorios o archivos
que se van a liberar de tu sistema de FSx archivos de Amazon proporcionando las rutas a
esos directorios o archivos. Las rutas que proporcione deben estar relacionadas con el punto
de montaje del sistema de archivos. Por ejemplo, si el punto de montaje es /mnt/fsxy /
mnt/fsx/pathl es un archivo del sistema de archivos que desea liberar, la ruta que debe
proporcionarse es pathl. Para liberar todos los archivos del sistema de archivos, especifique
una barra diagonal (/) como ruta.

@ Note

Si la ruta que proporciona no es valida, la tarea devuelve un error.

7. En Minimum duration since last access, especifique la duracion, en dias, de modo que se libere
cualquier archivo al que no se haya accedido durante ese periodo. La hora del ultimo acceso
se calcula utilizando el valor maximo de atime, mtime, y ctime. Se liberaran los archivos
con un periodo de duracién del ultimo acceso superior a la duracion minima desde el ultimo
acceso (en relacidon con la hora de creacion de la tarea). No se liberaran los archivos con un
periodo de duracién del ultimo acceso inferior a este numero de dias, aunque estén en el
campo File system paths to release. Indique una duracién de @ dias para liberar los archivos
independientemente de la duracion desde el ultimo acceso.
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8.

(Opcional) En Completion report, elija Enable para generar un informe de finalizacién de tareas
que proporcione detalles sobre los archivos que cumplen el alcance indicado en el Report
scope. Para especificar una ubicacion en la FSx que Amazon entregara el informe, introduce
una ruta relativa en el repositorio de datos S3 vinculado al sistema de archivos para la ruta del
informe.

Elija Create data repository task.

Una notificacion en la parte superior de la pagina de File systems muestra la tarea que acaba de
crear en curso.

Para ver el estado y los detalles de la tarea, en la pestafa Data Repository, desplacese hacia abajo
hasta Data Repository Tasks. El orden predeterminado muestra la tarea mas reciente en la parte
superior de la lista.

Para ver un resumen de la tarea en esta pagina, elija el Task ID de la tarea que acaba de crear.

Para liberar archivos (CLI)

Utilice el comando create-data-repository-taskCLI para crear una tarea que libere

archivos en su sistema de archivos FSx for Lustre. La operacion de API correspondiente es
CreateDataRepositoryTask.

Establezca los siguientes parametros:

» Establezca --file-system-id como el ID del sistema de archivos del que esta liberando
archivos.

» Establezca --paths en las rutas del sistema de archivos desde las que se liberaran los
datos. Si se especifica un directorio, se liberan los archivos del directorio. Si se especifica
una ruta de archivo, solo se libera ese archivo. Para liberar todos los archivos del sistema de
archivos que se han exportado a un bucket de S3 vinculado, especifique una barra diagonal (/)
para la ruta.

» Establece --type en RELEASE_DATA_FROM_FILESYSTEM.

» Configure las opciones --release-configuration DurationSincelastAccess de la
siguiente manera:

* Unit: se establece en DAYS.

» Value: Especifique un numero entero que represente la duraciéon, en dias, de modo que
se libere cualquier archivo al que no se haya accedido durante ese periodo. Los archivos a
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los que se haya accedido durante un periodo inferior a este numero de dias no se liberaran,
aunque estén incluidos en el parametro - -paths. Indique una duracién de @ dias para
liberar los archivos independientemente de la duracién desde el ultimo acceso.

Este comando de ejemplo especifica que los archivos que se hayan exportado a un bucket de
S3 vinculado y que cumplan los criterios --release-configuration se liberaran de los
directorios de las rutas especificadas.

$ aws fsx create-data-repository-task \
--file-system-id fs-0123456789abcdef@ \
--type RELEASE_DATA_FROM_FILESYSTEM \
--paths pathl,path2/filel \
--release-configuration '{"DurationSincelLastAccess":
{"Unit":"DAYS","Value":10}}"' \
--report Enabled=false

Tras crear correctamente la tarea de repositorio de datos, Amazon FSx devuelve la descripcion
de la tarea en formato JSON.

Después de crear la tarea para liberar los archivos, puede comprobar el estado de la tarea. Para
obtener mas informacion sobre como ver las tareas del repositorio de datos, consulte Acceder a las

tareas del repositorio de datos.

Uso de Amazon FSx con tus datos locales

Puede usar Lustre FSx para procesar sus datos locales con instancias informaticas en la nube.
FSx for Lustre admite el acceso a través de Direct Connect una VPN, lo que le permite montar sus
sistemas de archivos desde clientes locales.

FSx Para usar Lustre con sus datos locales

1. Cree un sistema de archivos. Para mas informacion, consulte Paso 1: crear un sistema de

archivos FSx para Lustre en el ejercicio de introduccion.

2. Monte el sistema de archivos desde clientes en las instalaciones. Para obtener mas
informacion, consulte Montaje de sistemas de FSx archivos de Amazon desde una VPC local o

interconectada.

3. Copie los datos que desee procesar en su sistema de archivos de FSx for Lustre.

Uso de Amazon FSx con tus datos locales 96



FSx para Lustre

Guia del usuario de Lustre

4. Ejecute su carga de trabajo de cdmputo intensivo en instancias de EC2 Amazon en la nube

montando su sistema de archivos.

5. Cuando termines, copia los resultados finales de tu sistema de archivos a tu ubicacién de datos

local y elimina tu sistema de archivos FSx para Lustre.

Registros de eventos del repositorio de datos

Puede activar el registro en CloudWatch para registrar informacion sobre cualquier error que se

haya producido al importar o exportar archivos mediante las tareas de importacion, exportaciéon y
repositorio de datos y eventos de restauracion. Para obtener mas informacion, consulte Registro con

los Registros de Amazon CloudWatch.

(® Note

Cuando se produce un error en una tarea de repositorio de datos, Amazon FSx también
escribe la informacidén del error en el informe de finalizacidn de la tarea. Para obtener mas

informacion acerca de los errores en los informes de finalizacién, consulte Resolucion de

fallos en las tareas del repositorio de datos.

Temas

» Como importar eventos

» Exportacion de eventos

» Eventos de restauracion de HSM

Como importar eventos

Tipo de error Nivel Mensajes de
de registro
registro

Error en la enumeracion de ERROR No se

objetos pudieron

enumerar

Los objetos

Causa raiz

Amazon

FSx no pudo

enumerar los
objetos de S3

Cddigo de
error al finalizar
el informe

N/A

Registros de eventos del repositorio de datos
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Tipo de error

Clase de almacenamiento de S3

no compatible

Nivel
de
registro

WARN

Mensajes de
registro

de S3 en
el bucket
de S3
bucket_na
me con el
prefijo

Se ha
producido
un error al
importar un
objeto de S3
con la clave
key_value
en el
bucket de S3
bucket_na
me debido a
un objeto de
S3 en un nivel
no admitido
S3 _tier_n
ame .

Causa raiz

en el bucket
de S3. Esto
puede ocurrir
si la politica del
bucket de S3
No proporcio
na suficient

€s permisos a
Amazon FSx.

Amazon

FSx no pudo
importar un
objeto de S3
porque se
encuentra en
una clase de
almacenam
iento de
Amazon S3
que no se
admite, como
la clase de
almacenam
iento S3
Glacier Flexible
Retrieval o S3
Glacier Deep
Archive.

Caddigo de
error al finalizar
el informe

S30bjectlI
nUnsuppor
tedTier

Cémo importar eventos
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Tipo de error

Clase de almacenamiento de
enlaces simbodlicos no admitida

Nivel
de
registro

ERROR

Mensajes de
registro

Se ha
producido
un error al
importar un
objeto de S3
con la clave
key_value

en el
bucket de S3
bucket_na
me debido
a un objeto
de enlace
simbdlico S3
en un nivel
no admitido
S3 _tier_n
ame .

Causa raiz Caddigo de
error al finalizar
el informe

Amazon S3Symlink
FSx no pudo InUnsuppo
importar rtedTier
un objeto

de enlace

simbdlico

porque se

encuentra en

una clase de

almacenam

iento de

Amazon S3

qgue no se

admite, como

la clase de

almacenam

iento S3

Glacier Flexible

Retrieval o0 S3

Glacier Deep

Archive.
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Tipo de error

Acceso denegado a S3

Nivel
de
registro

ERROR

Mensajes de
registro

No se pudo
importar el
objeto de S3
con la clave
key_value
en el

bucket de S3
bucket_na
me porque
se denego

el acceso al
objeto de S3.

Causa raiz

Se denego

el acceso a
Amazon S3
para una tarea
de exportacion
e importacién
de un repositor
io de datos.

Para las tareas
de importaci
on, el sistema
de archivos
Amazon FSx
debe tener
permiso para
realizar las
operaciones
s3:HeadOb
ject vy
s3:GetObj
ect para
importar desde
un repositor

io de datos
enlazados en
S3.

Para las tareas
de importacion,
si su bucket
de S3 utiliza
cifrado del lado

Caddigo de
error al finalizar
el informe

S3AccessD
enied

Cémo importar eventos
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Tipo de error Nivel Mensajes de Causa raiz Caddigo de
de registro error al finalizar
registro el informe

del servidor
con claves
administradas
por el cliente
almacenadas
en AWS Key
Managemen
t Service
(SSE-KMS)

, debe seguir
las configura
ciones de
politica que
se indican

en Trabajo
con buckets
de Amazon
S3 cifrados
del lado del
servidor.
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Tipo de error

Eliminacion del acceso denegado

Nivel
de
registro

ERROR

Mensajes de
registro

No se pudo
eliminar
el archivo
local para el
objeto de S3
con la clave
key_value
en el
bucket de S3
bucket_na
me porque
se denego
el acceso al
objeto de S3.

Causa raiz Caddigo de
error al finalizar
el informe

Se denego el N/A
acceso a un

objeto de S3 a

la importacién
automatica.

Cémo importar eventos
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Tipo de error

Objeto no compatible con POSIX

Nivel
de
registro

ERROR

Mensajes de
registro

No se pudo
importar el
objeto de S3
con la clave
key_value
en el
bucket de S3
bucket_na
me porque
el objeto de
S3noes
compatible con
POSIX.

Causa raiz

El objeto
Amazon S3
existe, pero
no se puede
importar
porque no
es un objeto
compatible
con POSIX.
Para obtener
informacion
acerca de los
metadatos
POSIX
soportado

s, consulte

Soporte de
metadatos

POSIX para
repositorios de
datos.

Caddigo de
error al finalizar
el informe

S30bjectP
athNotPos
ixComplia
nt

Cémo importar eventos
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Tipo de error

Discrepancia de tipos de objeto

Error de actualizacion de
metadatos del directorio

Nivel
de
registro

ERROR

ERROR

Mensajes de
registro

No se pudo
importar el
objeto S3
con la clave
key_value
en el
bucket de S3
bucket_na
me porque
ya se ha
importado un
objeto de S3
con el mismo
nombre en el
sistema de
archivos.

No se pudieron
actualizar los
metadatos del
directorio local
debido a un
error interno.

Causa raiz

El objeto de
S3 que se
esta importand
oesdeun
tipo diferente
(archivo o
directorio) al
de un objeto
existente

con el mismo
nombre en el
sistema de
archivos.

No se pudieron
importar los
metadatos

de directorio
debido a un
error interno.

Caddigo de
error al finalizar
el informe

S30bjectT
ypeMismat
ch

N/A
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Tipo de error

No se ha encontrado el objeto S3

Bucket de S3 no encontrado

Nivel
de
registro

ERROR

ERROR

Mensajes de
registro

No se pudo
importar el
objeto de S3
con la clave
key_value
porque no se
encontré en el
bucket de S3
bucket_na
me .

No se pudo
importar el
objeto de S3
con la clave
key_value
en el
bucket de S3
bucket_na
me porque
el bucket no
existe.

Causa raiz

Amazon

FSx no pudo
importar los
metadatos de
los archivos
porque

el objeto
correspon
diente no
existe en el
repositorio de
datos.

Amazon FSx
no puede
importar
automatic
amente un
objeto de S3
al sistema
de archivos
porque el
bucket de S3
ya no existe.

Caddigo de
error al finalizar
el informe

S3FileDel
eted

N/A
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Tipo de error

Bucket de S3 no encontrado

Error de creacion de directorio

Nivel
de
registro

ERROR

ERROR

Mensajes de
registro

No se pudo
eliminar
el archivo
local para el
objeto de S3
con la clave
key_value
en el
bucket de S3
bucket_na
me porque
el bucket no
existe.

No se pudo
crear el
directorio local
debido a un
error interno.

Causa raiz Caddigo de
error al finalizar

el informe

Amazon FSx N/A
no puede
eliminar

un archivo
vinculado a un
objeto de S3
en el sistema
de archivos
porque el
bucket de S3
ya no existe.

Amazon N/A
FSx no pudo
importar
automatic
amente la
creacion de
un directorio
en el sistema
de archivos
debido a un
error interno.

Cémo importar eventos
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Tipo de error Nivel Mensajes de
de registro
registro

El espacio en el disco esta lleno ERROR No se pudo

importar el

objeto S3

con la clave

key_value
en el

Exportacion de eventos

Tipo de error Nivel de registro

Acceso ERROR

denegado

bucket de S3

bucket_na
me porque

el sistema de
archivos esta

lleno.

Mensajes de
registro

No se pudo
exportar el
archivo porque
se denego

el acceso al
objeto de S3
con la clave
key_value en
el bucket de S3
bucket_name .

Causa raiz

El sistema
de archivos
se quedo sin
espacio en
disco en el
servidor de
metadatos
mientras se
creaba el
archivo o
directorio.

Causa raiz

Se denegd

el acceso a
Amazon S3 para
una tarea de
exportacion de
un repositorio de
datos.

Para las tareas
de exportaci
on, el sistema
de archivos

de Amazon

Caddigo de
error al finalizar
el informe

N/A

Cddigo de error
al finalizar el
informe

S3AccessD
enied

Exportacién de eventos
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Tipo de error

Nivel de registro

Mensajes de
registro

Causa raiz

FSx debe

tener permiso
para realizar

la operacion
s3:PutObj
ect para
exportar a un
repositorio de
datos vinculado
s en S3. Este
permiso se
concede en el
rol vinculado

al servicio
AWSServic
eRoleForF
SxS3Acces

s_ fs-012345
6789abcde

f0 . Para
obtener mas
informacion,
consulte Uso de
roles vinculados

a servicios para
Amazon FSx.

Como la tarea
de exportacion
requiere que
los datos fluyan
fuera de la VPC
de un sistema

Caddigo de error
al finalizar el
informe

Exportacién de eventos
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Tipo de error

Nivel de registro

Mensajes de
registro

Causa raiz Caddigo de error
al finalizar el
informe

de archivos,

este error puede
producirse si el
repositorio de
destino tiene
una politica

de bucket que
contenga una
de las claves
de condicién
globales de IAM
aws:Sourc
eVpc o
aws:Sourc
eVpce

Si su bucket

de S3 contiene
objetos cargados
desde una
Cuenta de AWS
diferente a la

de su cuenta

de bucket de

S3 vinculada

al sistema de
archivos, puede
asegurarse de
que sus tareas
de repositorio de
datos puedan
modificar los
metadatos de

Exportacién de eventos
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Tipo de error

Nivel de registro

Mensajes de
registro

Causa raiz Caddigo de error
al finalizar el
informe

S3 o sobrescri
bir objetos de
S3 independi
entemente de la
cuenta que los
haya cargado.
Le recomenda
mos que habilite
la caracteristica
de la propiedad
de objetos de
S3 en el bucket
de S3. Esta
caracteristica le
permite tomar
posesion de

los nuevos
objetos que otras
Cuentas de AWS
suben en el
bucket, al forzar
las subidas para
proporcionar

la ACL --acl
bucket-ow
ner-full-
control
predefinida.
Para habilitar

la propiedad de
objetos de S3,
elija la opcion
que prefiera el

Exportacién de eventos
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Tipo de error

La ruta de
exportacion es
demasiado larga

Nivel de registro

ERROR

Mensajes de
registro

No se pudo
exportar el
archivo porque
el tamano de la
ruta del archivo
local supera la
longitud maxima
de clave de
objeto admitida
por S3.

Causa raiz

propietario del
bucket en su
bucket de S3.
Para obtener
mas informaci
on, consulte
Control de la

propiedad de
objetos cargados

mediante la
propiedad de
objetos de S3
en la Guia del
usuario de
Amazon S3.

La ruta de
exportacion

es demasiado
larga. La longitud
maxima de la
clave de objeto
que admite S3
es de 1024
caracteres.

Caddigo de error
al finalizar el
informe

PathSizeT
oolLong
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Tipo de error Nivel de registro
El archivo es ERROR
demasiado

grande

Mensajes de
registro

No se pudo
exportar el
archivo porque
su tamano
supera el
tamano maximo
admitido para los
objetos de S3.

Causa raiz

El tamano
maximo de
objeto que
admite Amazon
S3 es de 5 TiB.

Caddigo de error
al finalizar el
informe

FileSizeT
oolLarge
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Tipo de error

No se encuentra
la clave de KMS

Nivel de registro

ERROR

Mensajes de
registro

No se pudo
exportar el
archivo del
objeto de S3
con la clave
key_value

en el bucket de
S3 bucket_na
me porque no
se encontro la
clave de KMS
del bucket.

Causa raiz

Amazon FSx no
pudo exportar el
archivo porque
AWS KMS key
no se pudo
encontrar.
Asegurese de
utilizar una clave
que esté en la
misma Regién
de AWS que el
bucket de S3.
Para obtener
mas informacion
sobre la creacion
de claves

KMS, consulte
Creating keys
(Creacion de
claves) en

la Guia para
desarrolladores
de AWS Key
Management
Service.

Caddigo de error
al finalizar el
informe

N/A
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Tipo de error Nivel de registro

Recurso ERROR
ocupado

Archivo WARN
publicado

Mensajes de
registro

No se pudo
exportar el
archivo porque
lo esta utilizando
otro proceso.

Exportacion
omitida: el
archivo local
esta en estado
liberado y no se
ha encontrad
0 un objeto de
S3 vinculado
con la clave
key_value

en el bucket
bucket_name .

Causa raiz

Amazon FSx no
pudo exportar el
archivo porque lo
estaba modifican
do otro cliente
del sistema de
archivos. Puede
volver a intentar
la tarea cuando
el flujo de trabajo
haya terminado
de escribirse en
el archivo.

Amazon FSx no
pudo exportar el
archivo porque
estaba publicado
en el sistema de
archivos.

Caddigo de error
al finalizar el
informe

ResourceB
usy

N/A

Exportacién de eventos

114



FSx para Lustre

Guia del usuario de Lustre

Tipo de error Nivel de registro

La ruta del WARN
repositorio
de datos no

coincide

Internal Failure ERROR

(Error interno)

Error de carga ERROR
del informe de

finalizacion

Mensajes de
registro

Exportacion
omitida: el
archivo local no
pertenece a una
ruta de sistema
de archivos
vinculada a un
repositorio de
datos.

La exportaci
on automatic
a detecto6 un
error interno
al exportar
un objeto del
sistema de
archivos

No se pudo
cargar el informe
de finalizac

ion de la tarea
del repositor

io de datos en
bucket_name

Causa raiz

Amazon FSx no
pudo exportar
porque el objeto
no pertenece

a una ruta

del sistema

de archivos
vinculada a un
repositorio de
datos.

La exportaci
on ha fallado

debido a un error

interno (a nivel
de autoexpor
tacion o de
lustre).

Amazon FSx no

ha podido cargar

el informe de
finalizacion.

Caddigo de error
al finalizar el
informe

N/A

N/A

N/A
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Tipo de error

Error de
validacion del
informe de
finalizacion

Nivel de registro

ERROR

Mensajes de
registro

No se pudo
cargar el informe
de finalizac

ion de la tarea
del repositor

io de datos

en el bucket
bucket_na

me porque la
ruta del informe
de finalizacion,
report_path ,
no pertenece a
un repositorio de
datos asociado a
este sistema de
archivos

Eventos de restauracion de HSM

Tipo de error

Acceso denegado

Causa raiz

Amazon FSx

no pudo cargar
el informe de
finalizacion
porque la ruta S3
proporcionada
por el cliente no
pertenece a un
repositorio de
datos vinculado.

Caddigo de error
al finalizar el
informe

N/A

Nivel de  Mensajes de
registro  registro
ERROR No se pudo

restaurar el archivo
porque se denegd

el acceso al objeto
de S3 con la clave

object_name

en el bucket de S3
bucket_name .

Causa raiz

Se denego el
acceso al S3 de
Amazon al intentar
restaurar un
archivo mediante
comandos de
HSM. El sistema
de archivos
Amazon FSx debe
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Tipo de error

Clase de almacenamiento de S3 no

compatibles

Nivel de
registro

WARN

Mensajes de
registro

No se pudo
restaurar el archivo
porque el objeto
S3 object_na

me de del bucket
bucket_na

me estaba en

un S3_storag
e_class _name
no compatible.

Causa raiz

tener permiso
para realizar

las operaciones
s3:HeadObject
y s3:GetObject
para restaurar
desde el repositor
io de datos
enlazados en S3.

Amazon FSx no
pudo restaurar el
archivo porque
el objeto de S3
correspondiente
se encuentra

en una clase de
almacenamiento
de S3 que no se
admite, como S3
Glacier Flexible
Retrieval o S3
Glacier Deep
Archive. Primero
debe restaurar el
objeto de la clase
de almacenam
iento Glacier
antes de usar
hsm_restore .
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Tipo de error

No se ha encontrado el objeto S3

Bucket de S3 no encontrado

El espacio en el disco esta lleno

Nivel de
registro

ERROR

ERROR

ERROR

Mensajes de
registro

No se pudo
restaurar el archivo
porque el objeto
S3 con la clave
key_value no
se encontro en

el bucket de S3
bucket_name .

No se pudo
restaurar el archivo
porque el bucket
de S3 bucket_na
me no existe.

No se pudo
restaurar el
archivo porque
no habia espacio
de almacenam
iento disponible
en el sistema de
archivos.

Causa raiz

Amazon FSx no
pudo restaurar el
archivo porque
el objeto S3
correspondiente
no existe en el
repositorio de
datos.

Amazon FSx no
puede restaurar
el archivo porque
el bucket del S3
vinculado ya no
existe.

El sistema de
archivos se quedo
sin espacio de
almacenamiento
disponible al
intentar restaurar
los datos del
archivo desde el
S3. Considere
aumentar la
capacidad de
almacenamiento
del sistema de
archivos o liberar
archivos para
liberar espacio.
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Trabajar con tipos de implementacion antiguos

Esta seccion se aplica a los sistemas de archivos con tipo de implementacion Scratch 1, y también a
los sistemas de archivos con tipos de implementacion Scratch 2 o Persistent 1 que no utilizan
asociaciones de repositorios de datos. Tenga en cuenta que la exportacion y la compatibilidad de
muchos repositorios de datos no estan disponibles en los sistemas de archivos de FSx para Lustre
gue no usan asociaciones de repositorios de datos.

Temas

* Vincular su sistema de archivos a un bucket de Amazon S3

» Importar automaticamente actualizaciones desde un bucket de S3

Vincular su sistema de archivos a un bucket de Amazon S3

Al crear un sistema de archivos de Amazon FSx para Lustre, puede vincularlo a un repositorio de
datos duraderos en Amazon S3. Antes de crear su sistema de archivos, asegurese de que ya haya
creado el bucket de Amazon S3 al que va a realizar el enlace. En el asistente Crear sistema de
archivos, se establecen las siguientes propiedades de configuracion del repositorio de datos en el
panel opcional Importar/Exportar repositorio de datos.

+ Elija como mantiene actualizados Amazon FSx las descripciones de archivos y directorios a
medida que agrega o modifica objetos en el bucket de S3 después de crear el sistema de archivos.
Para obtener mas informacion, consulte Importar automaticamente actualizaciones desde un
bucket de S3.

» Importar bucket:: ingrese el nombre del bucket de S3 que esta utilizando para el repositorio

vinculado.

* Prefijo de importacion: introduzca un prefijo de importacion opcional si desea importar solo algunos
listados de datos de archivos y directorios de su bucket de S3 a su sistema de archivos. El prefijo
de importacién define desde qué lugar del bucket de S3 se van a importar los datos.

* Prefijo de exportacion: define donde exporta Amazon FSx el contenido de su sistema de archivos a
su bucket de S3 vinculado.

Puede tener una asignacion 1:1 en la que Amazon FSx exporte datos desde su sistema de archivos
de FSx para Lustre a los mismos directorios del bucket de S3 desde el que se importaron. Para tener
una asignacion 1:1, especifique una ruta de exportacion al bucket de S3 sin prefijos cuando cree su
sistema de archivos.
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Al crear un sistema de archivos mediante la consola, elija la opcion Exportar prefijo > El prefijo que
especifique y deje el campo del prefijo en blanco.

Al crear un sistema de archivos usando la CLI o la APl AWS, especifique la ruta de exportacion
como el nombre del bucket de S3 sin prefijos adicionales, por ejemplo, ExportPath=s3://
amzn-s3-demo-bucket/.

Utilizando este método, puede incluir un prefijo de importacion cuando especifique la ruta de
importacion, y no afecta a una asignacion 1:1 para las exportaciones.

Creacion de sistemas de archivos vinculados a un bucket de S3

Los siguientes procedimientos lo guiaran por el proceso de creacidén de un sistema de archivos
Amazon FSx vinculado a un bucket de S3 mediante la consola de administracion AWS vy la interfaz
de la linea de comandos AWS (AWSCLI).

Console

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

En el panel, elija Crear sistema de archivos.

Para el tipo de sistema de archivos, elija FSx para Lustre y seleccione Siguiente.

R

Proporcione la informacidn necesaria para las secciones Informacion del sistema de archivos
y Red y seguridad. Para obtener mas informacion, consulte Paso 1: crear un sistema de
archivos FSx para Lustre.

5. Utilice el panel de Importacion/Exportacion de repositorios de datos para configurar un
repositorio de datos vinculados en Amazon S3. Seleccione Importar datos y exportar datos a
S3 para ampliar la seccidon Importacidn/Exportacion del repositorio de datos y configurar los
ajustes del repositorio de datos.
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v Data Repository Import/Export - optional

Import data from and export data to S3 Info

When you create your file system, your existing S3 objects will appear as file and directory listings. After you create
your file system, how do you want to update it as the contents of your S3 bucket are updated?

© Update my file and directory listing as objects are added to my S3 bucket
Update my file and directory listing as objects are added to or changed in my S3 bucket

Update my file and directory listing as objects are added to, changed in, or deleted from
my S3 bucket

Do not update my file and directory listing when objects are added to or changed in my S3
bucket

Import bucket

The name of an existing S3 bucket

Import prefix - optional Info

The prefix containing the data to import

Export prefix Info
The prefix to which data is exported

O A unique prefix that FSx creates in your bucket
The same prefix that you imported from (replace existing objects with updated ones)

A prefix you specify

6. Elige cdmo Amazon FSx mantiene actualizado el listado de archivos y directorios a medida
que agrega o modificas objetos en el bucket de S3. Al crear el sistema de archivos, los
objetos de S3 existentes aparecen como descripciones de archivos y directorios.

 Actualizar mi lista de archivos y directorios a medida que se agregan objetos a mi bucket
de S3: (predeterminado) Amazon FSx actualiza automaticamente las descripciones de
archivos y directorios de cualquier objeto nuevo agregado al bucket de S3 vinculado que
no exista actualmente en el sistema de archivos de FSx. Amazon FSx no actualiza los
listados de objetos que hayan cambiado en el bucket de S3. Amazon FSx no elimina los
listados de objetos que se eliminan en el bucket de S3.
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® Note

La configuracién predeterminada de las preferencias de importacién para importar
datos de un bucket de S3 vinculado mediante la CLI y la API es NONE. La
configuracion predeterminada de las preferencias de importacion al usar la consola
es actualizar Lustre a medida que se agregan nuevos objetos al bucket de S3.

 Actualizar mi listado de archivos y directorios a medida que se agregan o modifican objetos
en mi bucket de S3: Amazon FSx actualiza automaticamente los listados de archivos
y directorios de cualquier objeto nuevo agregado al bucket de S3 y de cualquier objeto
existente que se cambie en el bucket de S3 después de elegir esta opcion. Amazon FSx
no elimina los listados de objetos que se eliminan en el bucket de S3.

+ Actualizar mi lista de archivos y directorios a medida que se agregan, modifican o eliminan
objetos de mi bucket de S3: Amazon FSx actualiza automaticamente los listados de
archivos y directorios de cualquier objeto nuevo agregado al bucket de S3, de cualquier
objeto existente que se cambie en el bucket de S3 y de cualquier objeto existente que se
elimine en el bucket de S3 después de elegir esta opcidn.

* No actualizar mi archivo y directamente listado al agregar, cambiar o eliminar objetos de mi
bucket de S3: Amazon FSx solo actualiza los listados de archivos y directorios del bucket
de S3 vinculado cuando se crea el sistema de archivos. FSx no actualiza los listados de
archivos y directorios para los objetos nuevos, modificados o eliminados después de elegir
esta opcion.

7. Introduzca un prefijo de importacion opcional si desea importar solo algunos de los listados
de archivos y directorios de datos de su bucket de S3 en el sistema de archivos. El prefijo
de importacién define desde qué lugar del bucket de S3 se van a importar los datos. Para
obtener mas informacion, consulte Importe automaticamente actualizaciones desde un
bucket de S3.

8. Elija una de las opciones de Prefijo de exportacion disponibles:

» Un prefijo unico que Amazon FSx crea en su bucket: elija esta opcion para exportar objetos
nuevos y modificados utilizando un prefijo generado por FSx para Lustre. El resultado es
similar al siguiente: /FSxLustrefile-system-creation- timestamp.Lla marca
temporal esta en formato UTC. Por ejemplo FSxLustre20181105T2223127.

» ElI mismo prefijo del que import6 (sustituya los objetos existentes por los actualizados):
seleccione esta opcion para reemplazar los objetos existentes por otros actualizados.
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» Un prefijo que especifique: elija esta opcion para conservar los datos importados y exportar
los objetos nuevos y modificados con el prefijo que especifique. Para lograr una asignacion
1:1 al exportar datos a su bucket de S3, elija esta opcion y deje en blanco el campo de
prefijo. FSx exportara los datos a los mismos directorios desde los que se importaron.

9. (Opcional) Establezca las Preferencias de mantenimiento o utilice los valores
predeterminados del sistema.

10. Elija Siguiente y revise la configuracion. Realice los cambios necesarios.

11. Seleccione Crear sistema de archivos.

AWS CLI

El siguiente ejemplo crea un sistema de archivos Amazon FSx vinculado al amzn-s3-demo-
bucket, con una preferencia de importacion que importa cualquier archivo nuevo, modificado o
eliminado del repositorio de datos vinculado una vez creado el sistema de archivos.

@ Note

La configuracién predeterminada de las preferencias de importacion para importar datos
de un bucket de S3 vinculado mediante la CLI y la APl es NONE, que es diferente del
comportamiento predeterminado cuando se utiliza la consola.

Para crear un sistema de archivos de FSx para Lustre, utilice el comando CLI create-file-
system de Amazon FSx, como se muestra a continuacion. La operacion de API correspondiente
es CreateFileSystem.

$ aws fsx create-file-system \

--client-request-token CRT1234 \

--file-system-type LUSTRE \

--file-system-type-version 2.10 \

--lustre-configuration
AutoImportPolicy=NEW_CHANGED_DELETED,DeploymentType=SCRATCH_1, ImportPath=s
3://amzn-s3-demo-bucket/,ExportPath=s3://amzn-s3-demo-bucket/export,
PerUnitStorageThroughput=50 \

--storage-capacity 2400 \

--subnet-ids subnet-123456 \

--tags Key=Name,Value=Lustre-TEST-1 \

--region us-east-2
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Después de crear correctamente el sistema de archivos, Amazon FSx devuelve la descripcion del
sistema de archivos como JSON, tal y como se muestra en el siguiente ejemplo.

"FileSystems": [
{

"OwnerId": "owner-id-string",
"CreationTime": 1549310341.483,
"FileSystemId": "fs-0123456789abcdef0",
"FileSystemType": "LUSTRE",
"FileSystemTypeVersion": "2.10",
"Lifecycle": "CREATING",
"StorageCapacity": 2400,
"VpcId": "vpc-123456",
"SubnetIds": [

"subnet-123456"
1,
"NetworkInterfaceIds": [

"eni-039fcf55123456789"
1,
"DNSName": "fs-0123456789abcdef@.fsx.us-east-2.amazonaws.com",
"ResourceARN": "arn:aws:fsx:us-east-2:123456:file-system/

fs-0123456789abcdef@",

"Tags": [

{

"Key": "Name",
"Value": "Lustre-TEST-1"

1,
"LustreConfiguration": {
"DeploymentType": "PERSISTENT_1",
"DataRepositoryConfiguration": {
"AutoImportPolicy": "NEW_CHANGED_DELETED",
"Lifecycle": "UPDATING",
"ImportPath": "s3://amzn-s3-demo-bucket/",
"ExportPath": "s3://amzn-s3-demo-bucket/export",
"ImportedFileChunkSize": 1024
I
"PerUnitStorageThroughput": 50
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Visualizacién de la ruta de exportacion de un sistema de archivos

Puede ver la ruta de exportacion de un sistema de archivos mediante la consola FSx para Lustre, la
CLI AWS y la API.

Console

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/

2. Elija Nombre del sistema de archivos o ID del sistema de archivos para el sistema de
archivos de FSx para Lustre para el que desea ver la ruta de exportacion.

Aparecera la pagina de detalles del sistema de archivos correspondiente.
3. Elija la pestana Repositorio de datos.
Aparece el panel de Integracion del repositorio de datos que muestra las rutas de importacion

y exportacion.

Lustre System (fs- )

Overview Metwork & security Maintenance Data repository Tags '

Data repository integration

Data repository type

Amazon 53

Import path b

3./ flustre-export-test-bucket/

Export path

53:/ Mlustre-export-test-bucket/FSxLustre

— N T
———— T e T ——

CLI

Para determinar la ruta de exportacion del sistema de archivos, utilice el comando CLI
describe-file-systemsAWS.
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aws fsx describe-file-systems

Busque la propiedad ExportPath en LustreConfiguration en la respuesta.

"OwnerId": "111122223333",
"CreationTime": 1563382847.014,
"FileSystemId": "",
"FileSystemType": "LUSTRE",
"Lifecycle": "AVAILABLE",
"StorageCapacity": 2400,
"VpcId": "vpc-6296a00a",
"SubnetIds": [
"subnet-1111111"
1)
"NetworkInterfaceIds": [
"eni-0c288d5b8cc@6c82d",
"eni-0f38b702442c6918c"
1)
"DNSName": "fs-0123456789abcdef@.fsx.us-east-2.amazonaws.com",
"ResourceARN": "arn:aws:fsx:us-east-2:267731178466:file-system/
fs-0123456789abcdef",

"Tags": [
{
"Key": "Name",
"Value": "Lustre System"
}
1,

"LustreConfiguration": {
"DeploymentType": "SCRATCH_1",
"DataRepositoryConfiguration": {
"AutoImportPolicy": " NEW_CHANGED_DELETED",
"Lifecycle": "AVAILABLE",
"ImportPath": "s3://amzn-s3-demo-bucket/",
"ExportPath": "s3://amzn-s3-demo-bucket/FSxLustre20190717T1647532",
"ImportedFileChunkSize": 1024
}

},
"PerUnitStorageThroughput": 50,
"WeeklyMaintenanceStartTime": "6:09:30"
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Estado del ciclo de vida del repositorio de datos

El estado del ciclo de vida del repositorio de datos proporciona informaciéon de estado sobre el
repositorio de datos vinculado del sistema de archivos. Un repositorio de datos puede tener los
siguientes estados de ciclo de vida.

« En creacion: Amazon FSx esta creando la configuracion del repositorio de datos entre el sistema
de archivos y el repositorio de datos vinculados. El repositorio de datos no esta disponible.
 Disponible: El repositorio de datos esta disponible para su uso.

+ Actualizando: La configuracion del repositorio de datos esta siendo objeto de una actualizacion
iniciada por el cliente que podria afectar a su disponibilidad.

« Mal configurado: Amazon FSx no puede importar automaticamente actualizaciones del bucket de
S3 hasta que se corrija la configuracion del repositorio de datos. Para obtener mas informacion,
consulte Resolucion de problemas de un bucket de S3 vinculado mal configurado.

Puede ver el estado del ciclo de vida del repositorio de datos vinculados de un sistema de
archivos mediante la consola de Amazon FSx, la interfaz de la linea de comandos AWS y la API
de Amazon FSx. En la consola de Amazon FSx, puede acceder al estado del ciclo de vida del
repositorio de datos en el panel Integracion del repositorio de datos de la pestafia Repositorio
de datos para el sistema de archivos. La propiedad Lifecycle se encuentra en el objeto
DataRepositoryConfiguration en la respuesta a un comando de CLI describe-file-

systems (la accion de API equivalente es DescribeFileSystems).

Importar automaticamente actualizaciones desde un bucket de S3

De forma predeterminada, al crear un nuevo sistema de archivos, Amazon FSx importa los
metadatos del archivo (el nombre, la propiedad, la marca de tiempo y los permisos) de los objetos del
bucket de S3 vinculado al crear el sistema de archivos. Puede configurar su sistema de archivos de
FSx para Lustre para que importe automaticamente los metadatos de los objetos que se agreguen,
modifiquen o eliminen de su bucket S3 tras la creacion del sistema de archivos. FSx para Lustre
actualiza el listado de archivos y directorios de un objeto modificado después de la creacidn de

la misma manera que importa metadatos de archivos en la creacion del sistema de archivos.

Cuando Amazon FSx actualiza la lista de archivos y directorios de un objeto modificado, si el objeto
modificado del bucket de S3 ya no contiene sus metadatos, Amazon FSx mantiene los valores de
metadatos actuales del archivo, en lugar de utilizar los permisos predeterminados.
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® Note

Los ajustes de importacion estan disponibles en FSx para los sistemas de archivos Lustre
creados después de las 15:00 EDT del 23 de julio de 2020.

Puede establecer las preferencias de importacion al crear un nuevo sistema de archivos y actualizar
la configuracion en los sistemas de archivos existentes mediante la consola de administracion

de FSx, la CLI AWS y la API AWS. Al crear el sistema de archivos, los objetos de S3 existentes
aparecen como descripciones de archivos y directorios. Después de crear su sistema de archivos,
¢,como desea actualizarlo a medida que se actualiza el contenido de su bucket de S3? Un sistema de
archivos puede tener una de las siguientes preferencias de importacion:

(@ Note

El sistema de archivos de FSx para Lustre y su bucket S3 vinculado deben estar ubicados en
la misma Region AWS para importar automaticamente las actualizaciones.

 Actualizar mi lista de archivos y directorios a medida que se agregan objetos a mi bucket de
S3: (predeterminado) Amazon FSx actualiza automaticamente las descripciones de archivos
y directorios de cualquier objeto nuevo agregado al bucket de S3 vinculado que no exista
actualmente en el sistema de archivos de FSx. Amazon FSx no actualiza los listados de objetos
que hayan cambiado en el bucket de S3. Amazon FSx no elimina los listados de objetos que se
eliminan en el bucket de S3.

(® Note

La configuracién predeterminada de las preferencias de importacién para importar

datos de un bucket de S3 vinculado mediante la CLI y la API es NONE. La configuracion
predeterminada de las preferencias de importacion al usar la consola es actualizar Lustre a
medida que se agregan nuevos objetos al bucket de S3.

 Actualizar mi listado de archivos y directorios a medida que se agregan o modifican objetos en mi
bucket de S3: Amazon FSx actualiza automaticamente los listados de archivos y directorios de
cualquier objeto nuevo agregado al bucket de S3 y de cualquier objeto existente que se cambie en
el bucket de S3 después de elegir esta opcion. Amazon FSx no elimina los listados de objetos que
se eliminan en el bucket de S3.
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 Actualizar mi lista de archivos y directorios a medida que se agregan, modifican o eliminan objetos
de mi bucket de S3: Amazon FSx actualiza automaticamente los listados de archivos y directorios
de cualquier objeto nuevo agregado al bucket de S3, de cualquier objeto existente que se cambie
en el bucket de S3 y de cualquier objeto existente que se elimine en el bucket de S3 después de
elegir esta opcion.

* No actualizar mi archivo y directamente listado al agregar, cambiar o eliminar objetos de mi bucket
de S3: Amazon FSx solo actualiza los listados de archivos y directorios del bucket de S3 vinculado
cuando se crea el sistema de archivos. FSx no actualiza los listados de archivos y directorios para
los objetos nuevos, modificados o eliminados después de elegir esta opcion.

Al configurar las preferencias de importacion para actualizar los listados de archivos y directorios
de su sistema de archivos en funcion de los cambios en el bucket de S3 vinculado, Amazon FSx
crea una configuracion de notificacion de eventos en el bucket de S3 vinculado llamada FSx. No
modifique ni elimine la configuraciéon de notificacion de eventos FSx en el bucket de S3, ya que esto
impide la importacion automatica de listados de archivos y directorios nuevos o modificados a su
sistema de archivos.

Cuando Amazon FSx actualiza un listado de archivos que ha cambiado en el bucket de S3 vinculado,
sobrescribe el archivo local con la version actualizada, incluso si el archivo esta bloqueado por
escritura. Del mismo modo, cuando Amazon FSx actualiza un listado de archivos cuando se ha
eliminado el objeto correspondiente en el bucket de S3 vinculado, elimina el archivo local, incluso si
el archivo esta bloqueado por escritura.

Amazon FSx hara todo lo posible por actualizar su sistema de archivos. Amazon FSx no puede
actualizar el sistema de archivos con cambios en las siguientes situaciones:

» Cuando Amazon FSx no tiene permiso para abrir el objeto S3 modificado o nuevo.

+ Cuando se elimina o modifica la configuracion de notificacion de eventos FSx en el bucket S3
vinculado.

Cualquiera de estas condiciones provoca que el estado del ciclo de vida del repositorio de datos se
convierta en Mal configurado. Para obtener mas informacion, consulte Estado del ciclo de vida del
repositorio de datos.

Importar automaticamente actualizaciones desde un bucket de S3 129



FSx para Lustre Guia del usuario de Lustre

Requisitos previos

Se requieren las siguientes condiciones para que Amazon FSx importe automaticamente los archivos
nuevos, modificados o eliminados del bucket de S3 vinculado:

 El sistema de archivos y su bucket S3 vinculado deben estar ubicados en la misma Region AWS.

» El bucket S3 no tiene un estado de ciclo de vida mal configurado. Para obtener mas informacién,
consulte Estado del ciclo de vida del repositorio de datos.

» Su cuenta debe tener los permisos necesarios para configurar y recibir notificaciones de eventos
en el bucket de S3 vinculado.

Tipos de cambios de archivos compatibles

Amazon FSx admite la importacidon de los siguientes cambios en archivos y carpetas que se
produzcan en el bucket de S3 vinculado:

« Cambios en el contenido de los archivos
» Cambios en los metadatos de archivos o carpetas

+ Cambios en el destino o los metadatos del enlace simbdlico

Actualizacién de las preferencias de importacion

Puede configurar las preferencias de importacion de un sistema de archivos al crear un nuevo
sistema de archivos. Para obtener mas informacion, consulte Vincular el sistema de archivos a un
bucket de Amazon S3.

También puede actualizar las preferencias de importacion de un sistema de archivos después de
crearlo mediante la consola de administracion AWS, la CLI AWS y la API de Amazon FSx, como se
muestra en el siguiente procedimiento.

Console

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. En el panel, elija Sistemas de archivos.

3. Seleccione el sistema de archivos que desee gestionar para ver los detalles del sistema de
archivos.
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4. Elija Repositorio de datos para ver la configuracion del repositorio de datos. Puede modificar
las preferencias de importacion si el estado del ciclo de vida es DISPONIBLE o MAL
CONFIGURADO. Para obtener mas informacion, consulte Estado del ciclo de vida del
repositorio de datos.

5. Seleccione Acciones y, a continuacion, elija Actualizar preferencias de importacion para
mostrar el cuadro de dialogo Actualizar preferencias de importacion.

6. Seleccione la nueva configuracion y, a continuacion, elija Actualizar para realizar el cambio.

CLI

Para actualizar las preferencias de importacion, utilice el comando CLI update-file-system.

La operacion de API correspondiente es UpdateFileSystem.

Después de actualizar correctamente el sistema de archivos AutoImportPolicy, Amazon FSx
devuelve la descripcion del sistema de archivos actualizado como JSON, como se muestra aqui:

"FileSystems": [
{

"OwnerId": "111122223333",
"CreationTime": 1549310341.483,
"FileSystemId": "fs-0123456789abcdef",
"FileSystemType": "LUSTRE",
"Lifecycle": "UPDATING",
"StorageCapacity": 2400,
"VpcId": "vpc-123456",
"SubnetIds": [

"subnet-123456"
1,
"NetworkInterfaceIds": [

"eni-039fcf55123456789"
1,
"DNSName": "fs-0123456789abcdef@.fsx.us-east-2.amazonaws.com",
"ResourceARN": "arn:aws:fsx:us-east-2:123456:file-system/

fs-0123456789abcdef@",

"Tags": [

{

"Key": "Name",
"Value": "Lustre-TEST-1"

]I
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"LustreConfiguration": {

"DeploymentType": "SCRATCH_1",

"DataRepositoryConfiguration": {
"AutoImportPolicy": "NEW_CHANGED_DELETED",
"Lifecycle": "UPDATING",
"ImportPath": "s3://amzn-s3-demo-bucket/",
"ExportPath": "s3://amzn-s3-demo-bucket/export",
"ImportedFileChunkSize": 1024

}

"PerUnitStorageThroughput": 50,

"WeeklyMaintenanceStartTime": "2:04:30"
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Rendimiento de Amazon FSx for Lustre

En este capitulo se proporcionan temas sobre el rendimiento de Amazon FSx for Lustre, incluidos
algunos consejos y recomendaciones importantes para maximizar el rendimiento de su sistema de
archivos.

Temas

» Descripcion general de

» ;Como funcionan FSx los sistemas de archivos de Lustre

* Rendimiento de los metadatos del sistema de archivos

* Rendimiento de las instancias de clientes individuales

» Disposicion de almacenamiento del sistema de archivos

* Fragmentacion de datos en su sistema de archivos

» Supervision del rendimiento y uso

» Caracteristicas de rendimiento de las clases de almacenamiento en SSD y HDD

» Caracteristicas de rendimiento de la clase de almacenamiento Intelligent-Tiering

» Consejos de rendimiento

Descripcion general de

Amazon FSx for Lustre, basado en Lustre el popular sistema de archivos de alto rendimiento, ofrece
un rendimiento de escalado horizontal que aumenta linealmente con el tamano del sistema de
archivos. Lustrelos sistemas de archivos se escalan horizontalmente en varios discos y servidores
de archivos. Este escalado proporciona a cada cliente acceso directo a los datos almacenados en
cada disco para eliminar muchos de los cuellos de botella presentes en los sistemas de archivos
tradicionales. Amazon FSx for Lustre se basa en la arquitectura Lustre escalable para soportar altos
niveles de rendimiento en un gran numero de clientes.

¢, Como funcionan FSx los sistemas de archivos de Lustre

Cada sistema FSx de archivos de Lustre consta de los servidores de archivos con los que se
comunican los clientes y de un conjunto de discos conectados a cada servidor de archivos

Descripcion general de 133



FSx para Lustre Guia del usuario de Lustre

que almacena los datos. Cada servidor de archivos emplea un caché en memoria rapido para
mejorar el rendimiento de los datos a los que se accede con mas frecuencia. Segun la clase de
almacenamiento, el servidor de archivos se puede aprovisionar con una caché de lectura de la SSD
opcional. Cuando un cliente accede a los datos almacenados en la caché en memoria o SSD, el
servidor de archivos no necesita leerlos del disco, lo que reduce la latencia y aumenta el rendimiento
total que se puede obtener. El siguiente diagrama ilustra las rutas de una operacién de escritura, una
operacion de lectura servida desde el disco y una operacion de lectura servida desde la caché en
memoria o SSD.

(@) Amazon Web Services Cloud

Amazon FSx for Lustre

Lustre file server

ﬁ Disk throughput/IOPS

n-memory/SSD )
P
cache Storage

Lustre file server

L_l__‘||__| .. ) ] ) o ﬁ Disk throughput/IOPS %

Elastic network interface n-memory/55D
cache

Lustre clients Storage

Lustre file server

> Write operation [ %
n-memaory/SSD

- Read operation served from disk cache

cache

< > Read operation served from Storage
server cache

_________________________________

Cuando se leen datos almacenados en la caché en memoria o SSD del servidor de archivos, el
rendimiento del sistema de archivos viene determinado por el rendimiento de la red. Cuando se
escriben datos en el sistema de archivos, o cuando se leen datos que no estan almacenados en la
caché en memoria, el rendimiento del sistema de archivos viene determinado por el menor entre el
rendimiento de la red y el rendimiento del disco.

Para obtener mas informacion sobre el rendimiento de la red, el rendimiento del disco y las
caracteristicas de IOPS de las clases de almacenamiento SSD y HDD, consulte Caracteristicas de
rendimiento de las clases de almacenamiento en SSD y HDD y Caracteristicas de rendimiento de la

clase de almacenamiento Intelligent-Tiering.
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Rendimiento de los metadatos del sistema de archivos

Las operaciones de E/S por segundo (IOPS) de los metadatos del sistema de archivos determinan la
cantidad de archivos y directorios que puede crear, enumerar, leer y eliminar por segundo.

Los sistemas de archivos Persistent 2 le permiten aprovisionar las IOPS de metadatos
independientemente de la capacidad de almacenamiento y proporcionan una mayor visibilidad
de la cantidad y el tipo de IOPS de metadatos que incorporan las instancias de cliente al

sistema de archivos. Con los sistemas de archivos SSD, las IOPS de metadatos se aprovisionan
automaticamente en caracteristica de la capacidad de almacenamiento que aprovisione. El modo
automatico no es compatible con los sistemas de archivos Intelligent-Tiering.

En FSx el caso de los sistemas de archivos Lustre Persistent 2, la cantidad de IOPS de metadatos
que aprovisione y el tipo de operacién de metadatos determinan la tasa de operaciones de
metadatos que su sistema de archivos puede admitir. El nivel de IOPS de metadatos que aprovisione
determina la cantidad de IOPS aprovisionadas para los discos de metadatos del sistema de archivos.

Tipo de operacién Operaciones que puede realizar por segundo
para cada IOPS de metadatos aprovisionadas

Crear, abrir y cerrar archivos 2
Eliminar archivos 1
Crear y renombrar directorios 0.1
Eliminar directorios 0.2

En el caso de los sistemas de archivos SSD, puede elegir aprovisionar las IOPS de metadatos
mediante el modo automatico. En el modo automatico, Amazon aprovisiona FSx automaticamente
las IOPS de los metadatos en funcion de la capacidad de almacenamiento del sistema de archivos
segun la siguiente tabla:

Capacidad de almacenamiento del sistema de IOPS de metadatos incluidas en el modo
archivos automatico
1200 GiB 1500
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Capacidad de almacenamiento del sistema de IOPS de metadatos incluidas en el modo
archivos automatico

2400 GiB 3 000

De 4800 a 9600 GiB 6000

De 12 000 a 45 600 GiB 12000

>48 000 GiB 12 000 IOPS por 24 000 GiB

En el modo aprovisionado por el usuario, puede optar por especificar la cantidad de IOPS de
metadatos por aprovisionar. Los valores validos son los siguientes:

» Para los sistemas de archivos SSD, los valores validos son 1500, 3000, 6000, 12000 y multiplos
de 12000, hasta un maximo de 192000.

» Para los sistemas de archivos Intelligent-Tiering, los valores validos son 6000 y 12000.

Para obtener informacion acerca de cémo configurar la IOPS de los metadatos, consulte
Administracion del rendimiento de los metadatos. Tenga en cuenta que usted paga por las IOPS de
metadatos aprovisionadas por encima de la cantidad predeterminada de IOPS de metadatos en el
sistema de archivos.

Rendimiento de las instancias de clientes individuales

Si va a crear un sistema de archivos con una capacidad GBps de rendimiento superior al 10%, le
recomendamos que habilite Elastic Fabric Adapter (EFA) para optimizar el rendimiento por instancia
de cliente. Para optimizar aun mas el rendimiento por instancia de cliente, los sistemas de archivos
compatibles con EFA también admiten el GPUDirect almacenamiento para instancias de cliente
basadas en GPU NVIDIA compatibles con EFA y ENA Express para instancias de cliente habilitadas
para ENA Express.

El rendimiento que puede transferir a una unica instancia de cliente depende del tipo de sistema de
archivos que elija y de la interfaz de red de la instancia de cliente.
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Tipo de sistema de archivos Interfaz de red de la instancia Rendimiento maximo por
de cliente cliente, GBps

No compatible con EFA Cualquiera 100 GBps*

Compatible con EFA ENA 100 GBps*

Compatible con EFA ENA Express 100 Gbps

Compatible con EFA EFA 700 Gbps

Compatible con EFA EFA con GDS 1200 Gbps

@ Note

* El trafico entre una instancia de cliente individual y una instancia individual del servidor
FSx de almacenamiento de objetos Lustre esta limitado a 5 Gbps. Consulte el numero de
servidores Direcciones IP para sistemas de archivos de almacenamiento de objetos en los

que se basa su sistema de archivos FSx para Lustre.

Disposicion de almacenamiento del sistema de archivos

Todos los datos de los archivos Lustre se almacenan en volumenes de almacenamiento
denominados destinos de almacenamiento de objetos (). OSTs Todos los metadatos de los archivos
(incluidos los nombres de los archivos, las marcas de tiempo, los permisos, etc.) se almacenan

en volumenes de almacenamiento denominados destinos de metadatos (MDTs). Los sistemas de
archivos de Amazon FSx for Lustre se componen de uno o varios OSTs sistemas MDTs de archivos.
Amazon FSx for Lustre distribuye los datos de sus archivos entre los elementos OSTs que componen
su sistema de archivos para equilibrar la capacidad de almacenamiento con el rendimiento y la carga
de IOPS.

Para ver el uso de almacenamiento del MDT y los elementos OSTs que componen su sistema de
archivos, ejecute el siguiente comando desde un cliente que tenga el sistema de archivos montado.

1fs df -h mount/path

El resultado de este comando tendra un aspecto similar al siguiente.
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Example
UUID bytes Used Available Use% Mounted on
mountname-MDTQ000_UUID 68.7G 5.4M 68.7G 0% /fsx[MDT:0]
mountname-0STOQQQ@_UUID 1.17 4 .5M 1.17 0% /fsx[0ST:0]
mountname-0STQ0@1_UUID 1.17 4 .5M 1.17 0% /fsx[0ST:1]
filesystem_summary: 2.2T 9.0M 2.2T 0% /fsx

Fragmentacion de datos en su sistema de archivos

Puede optimizar el rendimiento de su sistema de archivos con la fragmentacion de archivos. Amazon
FSx for Lustre distribuye automaticamente los archivos para garantizar que los datos se OSTs envien
desde todos los servidores de almacenamiento. Puede aplicar el mismo concepto a nivel de archivo
configurando la forma en que los archivos se dividen en varios. OSTs

La division en bandas significa que los archivos se pueden dividir en varios fragmentos que luego

se almacenan en diferentes partes. OSTs Cuando un archivo se divide en varias secciones OSTSs,
las solicitudes de lectura o escritura del archivo se distribuyen entre ellas OSTs, lo que aumenta el
rendimiento total o las IOPS que las aplicaciones pueden procesar.

Los siguientes son los disefios predeterminados de los sistemas de archivos Amazon FSx for Lustre.

» Para los sistemas de archivos creados antes del 18 de diciembre de 2020, el diseno
predeterminado especifica el numero de franjas de 1. Esto significa que, a menos que se
especifique un disefo diferente, cada archivo creado en Amazon FSx for Lustre con las
herramientas estandar de Linux se almacena en un unico disco.

» Para los sistemas de archivos creados después del 18 de diciembre de 2020, el diseiho
predeterminado es un disefo de archivos progresivo en el que los archivos de menos de 1 GB de
tamano se almacenan en una franja, y a los archivos de mayor tamafno se les asigna un numero de
fragmento de 5.

» Para los sistemas de archivos creados después del 25 de agosto de 2023, la disposicion
por defecto es una disposicion de archivos progresiva de 4 componentes que se explica en
Disposicion progresiva de archivos.

» Para todos los sistemas de archivos, independientemente de su fecha de creacion, los archivos
importados de Amazon S3 no utilizan el disefio predeterminado, sino que utilizan el disefio del
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parametro ImportedFileChunkSize del sistema de archivos. Los archivos importados en S3
con un tamano superior al 1 se ImportedFileChunkSize almacenaran en varios OSTs con un
numero de franjas de. (FileSize / ImportedFileChunksize) + 1 El valor predeterminado
de ImportedFileChunkSize es 1 GiB.

Puede ver la configuracién de disefio de un archivo o directorio mediante el comando 1fs
getstripe.

1fs getstripe path/to/filename

Este comando indica el niumero de franjas, el tamano y el desfase de fragmentos de un archivo. El
numero de franjas es el numero de franjas OSTs que abarca el archivo. El tamano de franja es la
cantidad de datos continuos que se almacenan en un OST. El desplazamiento de franja es el indice
del primer OST sobre el que se divide el archivo.

Modificar la configuraciéon de franjas

Los parametros de disefio de un archivo se establecen cuando se crea el archivo por primera
vez. Utilice el comando 1fs setstripe para crear un nuevo archivo vacio con una disposicion
especifica.

1fs setstripe filename --stripe-count number_of_0STs

El comando 1fs setstripe afecta a la disposicién de un nuevo archivo. Uselo para especificar la
disposicion de un archivo antes de crearlo. También puede definir una disposicién para un directorio.
Una vez establecida en un directorio, esa disposicidon se aplica a cada nuevo archivo afiadido a ese
directorio, pero no a los archivos existentes. Cualquier nuevo subdirectorio que cree también hereda
la nueva disposicion, que se aplica a los nuevos archivos o directorios que se creen dentro de ese
subdirectorio.

Para modificar la disposicion de un archivo existente, utilice el comando 1fs migrate. Este
comando copia el archivo segun sea necesario para distribuir su contenido de acuerdo con la
disposicion que especifique en el comando. Por ejemplo, los archivos anexados o cuyo tamano ha
aumentado no cambian el numero de franjas, por lo que hay que migrarlos para cambiar el disefio
del archivo. Alternativamente, puede crear un nuevo archivo utilizando el comando 1fs setstripe
para especificar su distribucion, copiar el contenido original en el nuevo archivo y cambiar el nombre
del nuevo archivo para reemplazar el archivo original.
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Puede haber casos en los que la configuracion de la presentacion por defecto no sea 6ptima para su
carga de trabajo. Por ejemplo, un sistema de archivos con decenas de archivos de varios gigabytes
OSTs y un gran numero de ellos puede obtener un rendimiento superior al dividir los archivos en
secciones superiores al valor de cinco franjas predeterminado. OSTs La creacion de archivos
grandes con un numero reducido de franjas puede provocar cuellos de botella en 1/O el rendimiento y
también puede provocar que se llenen. OSTs En este caso, puede crear un directorio con un mayor
numero de franjas para estos archivos.

Es importante configurar un disefio de franjas para archivos grandes (especialmente para archivos
de mas de un gigabyte de tamano) por las siguientes razones:

* Mejora el rendimiento al permitir que varios servidores OSTs y sus servidores asociados aporten
IOPS, ancho de banda de red y recursos de CPU al leer y escribir archivos de gran tamafo.

* Reduce la probabilidad de que un pequefio subconjunto de ellos OSTs se convierta en puntos
criticos que limiten el rendimiento general de la carga de trabajo.

 Evita que un solo archivo grande llene un OST, lo que podria provocar errores de llenado del
disco.

No existe una unica configuracion de distribucién 6ptima para todos los casos de uso. Para obtener
una guia detallada sobre la distribucidn de archivos, consulte Administracion de la distribucion de
archivos (fragmentacion) y del espacio libre en la documentacién de Lustre.org. A continuacion, se
ofrecen unas directrices generales:

» El disefo de franjas es mas importante para los archivos de gran tamano, especialmente para los
casos de uso en los que los archivos suelen tener un tamaro de cientos de megabytes o mas. Por
este motivo, el disefio predeterminado de un nuevo sistema de archivos asigna un recuento de
franjas de cinco a los archivos de mas de 1 GiB de tamafno.

» El recuento de franjas es el parametro de disefio que se debe ajustar para los sistemas que
admiten archivos de gran tamano. El recuento de franjas especifica el numero de volumenes OST
que pueden contener fragmentos de un archivo segmentado. Por ejemplo, con un numero de
bandas de 2 y un tamano de banda de 1 MiB, Lustre escribe fragmentos alternativos de 1 MiB de
un archivo en cada uno de los dos. OSTs

» El numero efectivo de franjas es el menor entre el numero real de volumenes OST y el valor del
recuento de franjas que especifique. Puede utilizar el valor especial del recuento de franjas de -1
para indicar que las franjas deben colocarse en todos los volumenes OST.
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» Establecer un gran numero de fragmentos para archivos pequenos no es 6ptimo, ya que, para
algunas operaciones, Lustre requiere un recorrido de ida y vuelta en red a todos los OST del
diseno, incluso si el archivo es demasiado pequefio para ocupar espacio en todos los volumenes
de OST.

» Puede configurar una disposicion progresiva de archivos (PFL) que permita que la disposicion
de un archivo cambie con el tamafo. Una configuracion PFL puede simplificar la gestion de un
sistema de archivos que tenga una combinacion de archivos grandes y pequenos sin tener que
establecer explicitamente una configuracion para cada archivo. Para obtener mas informacién,
consulte Disposicion progresiva de archivos.

» El tamano predeterminado de la banda es de 1 MiB. Definir un desfase de franjas puede resultar
util en circunstancias especiales, pero en general es mejor dejarlo sin especificar y utilizar el valor
predeterminado.

Disposicion progresiva de archivos

Puede especificar una configuracion de disefio de archivos progresivo (PFL) para un directorio con el
fin de especificar diferentes configuraciones de franjas para archivos pequenos y grandes antes de
rellenarlo. Por ejemplo, puede establecer una PFL en el directorio de nivel superior antes de que se
escriba cualquier dato en un nuevo sistema de archivos.

Para especificar una configuracion de PFL, utilice el comando 1fs setstripe con las opciones
-E para especificar los componentes de disposicion para archivos de diferentes tamanos, como el
siguiente comando:

1fs setstripe -E 100M -c 1 -E 10G -c 8 -E 100G -c 16 -E -1 -c 32 /mountname/directory

Este comando establece cuatro componentes de disposicion:

* El primer componente (-E 100M -c 1) indica un valor de recuento de franjas de 1 para archivos
de un tamano maximo de 100 MiB.

» El segundo componente (-E 10G -c 8) indica un recuento de franjas de 8 para archivos de
hasta 10 GiB de tamafio.

» El tercer componente (-E 100G -c 16) indica un recuento de franjas de 16 para archivos de
hasta 100 GiB de tamario.

* El cuarto componente (-E -1 -c 32)indica un recuento de franjas de 32 para archivos de mas
de 100 GiB.
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/A Important

Si se agregan datos a un archivo creado con una configuracion PFL, se rellenaran todos sus
componentes de diseno. Por ejemplo, con el comando de 4 componentes que se muestra
arriba, si crea un archivo de 1 MiB y, a continuacion, afade datos al final, el disefio del
archivo se ampliara hasta tener un recuento de franjas de -1, es decir, todas las del sistema.
OSTs Esto no significa que se escribiran datos en cada OST, pero una operacion como la
lectura de la longitud del fichero enviara una peticion en paralelo a cada OST, afadiendo una
carga de red significativa al sistema de archivos.

Por lo tanto, tenga cuidado de limitar el numero de franjas para cualquier archivo de

longitud pequefia o mediana al que posteriormente se le puedan agregar datos. Como los
archivos de registro suelen crecer al incorporar nuevos registros, Amazon FSx for Lustre
asigna un recuento de franjas predeterminado de 1 a cualquier archivo creado en modo

de incorporacién, independientemente de la configuracion de franjas predeterminada
especificada en su directorio principal.

La configuracién de PFL predeterminada en los sistemas de archivos Amazon FSx for Lustre creados
después del 25 de agosto de 2023 se establece con este comando:

1fs setstripe -E 100M -c 1 -E 10G -c 8 -E 100G -c 16 -E -1 -c 32 /mountname

Los clientes con cargas de trabajo que tienen un acceso muy simultaneo a archivos medianos y
grandes probablemente se beneficien de un diseiio con mas franjas en los tamafios mas pequenos y
con mas franjas en todos los archivos mas grandes, como se muestra en el OSTs ejemplo de disefio
de cuatro componentes.

Supervision del rendimiento y uso

Cada minuto, Amazon FSx for Lustre envia métricas de uso de cada disco (MDT y OST) a Amazon.
CloudWatch

Para ver los detalles de uso agregados del sistema de archivos, puede consultar la estadistica Suma
de cada métrica. Por ejemplo, la suma de la DataReadBytes estadistica indica el rendimiento total
de lectura visto por todos los componentes de un sistema de OSTs archivos. Del mismo modo, la
suma de la estadistica FreeDataStorageCapacity indica la capacidad total de almacenamiento
disponible para los datos de los archivos en el sistema de archivos.
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Para obtener mas informacién sobre la supervision del rendimiento del sistema de archivos, consulte
Supervision de sistemas de archivos de Amazon FSx para Lustre.

Caracteristicas de rendimiento de las clases de almacenamiento en
SSD y HDD

El rendimiento que admite un sistema FSx de archivos Lustre equipado con una clase de
almacenamiento SSD o HDD es proporcional a su capacidad de almacenamiento. Los sistemas de
archivos Amazon FSx for Lustre se escalan a varios TBps niveles de rendimiento y millones de IOPS.
Amazon FSx for Lustre también admite el acceso simultaneo al mismo archivo o directorio desde
miles de instancias informaticas. Este acceso permite la comprobacién rapida de datos desde la
memoria de la aplicacion al almacenamiento, que es una técnica comun en la computacion de alto
rendimiento (HPC). Puede aumentar la cantidad de almacenamiento y la capacidad de rendimiento
segun sea necesario en cualquier momento después de crear el sistema de archivos. Para obtener
mas informacioén, consulte Administracion de la capacidad de almacenamiento.

FSx Los sistemas de archivos for Lustre proporcionan un rendimiento de lectura en rafagas mediante
un mecanismo de I/O crédito de red para asignar el ancho de banda de la red en funcién de la
utilizacion media del ancho de banda. Los sistemas de archivos acumulan créditos cuando el uso

de su ancho de banda de la red esta por debajo de sus limites de referencia, y pueden utilizar estos
créditos cuando realizan transferencias de datos de red.

Las siguientes tablas muestran el rendimiento FSx para el que estan disefiadas las opciones de
despliegue de Lustre con clases de almacenamiento SSD y HDD.
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® Note

* Los siguientes sistemas de archivos persistentes Regiones de AWS proporcionan una
rafaga de red de hasta 530 MBps por TiB de almacenamiento: Africa (Ciudad del Cabo), Asia
Pacifico (Hong Kong), Asia Pacifico (Osaka), Asia Pacifico (Singapur), Canada (Central),
Europa (Francfort), Europa (Londres), Europa (Milan), Europa (Estocolmo), Oriente Medio
(Baréin), Sudamérica (S&o Paulo), China China y US West (Los Angeles).

Ejemplo: rendimiento de referencia y de rafaga agregado

El siguiente ejemplo ilustra como la capacidad de almacenamiento y el rendimiento del disco afectan
al rendimiento del sistema de archivos.

Un sistema de archivos persistente con una capacidad de almacenamiento de 4,8 TiB y 50 por
MBps TiB de rendimiento por unidad de almacenamiento proporciona un rendimiento de disco base
agregado de 240 MBps y un rendimiento de disco en rafaga de 1,152. GBps

Independientemente del tamano del sistema de archivos, Amazon FSx for Lustre proporciona
latencias uniformes de menos de un milisegundo para las operaciones de archivos.

Caracteristicas de rendimiento de la clase de almacenamiento
Intelligent-Tiering

La clase de almacenamiento Intelligent-Tiering de FSx for Lustre ofrece un almacenamiento elastico
y rentable para las cargas de trabajo que tradicionalmente se ejecutan en sistemas de archivos de
almacenamiento de archivos de alto rendimiento basados en HDD o en sistemas mixtos de HDD/
SD. Los sistemas de archivos que utilizan la clase de almacenamiento por niveles inteligentes
utilizan un almacenamiento regional totalmente elastico e inteligente en niveles, que crece y

se reduce automaticamente para adaptarse a la carga de trabajo a medida que cambia. Para
obtener informacién sobre como estratifica los datos, consulte Cémo clasifica los datos la clase de

almacenamiento Intelligent-Tiering.

El rendimiento que admite un sistema de archivos Lustre con la clase de almacenamiento Intelligent-
Tiering es independiente FSx del almacenamiento. Los sistemas de archivos Intelligent-Tiering se
escalan hasta alcanzar varios niveles de rendimiento y millones de IOPS. TBps Los sistemas de
archivos que utilizan la clase de almacenamiento Intelligent-Tiering también proporcionan una caché
de lectura de la SSD aprovisionada opcional para el acceso de baja latencia a los datos a los que se
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accede con frecuencia. De forma predeterminada, Amazon FSx for Lustre aprovisiona una caché de
lectura SSD para los metadatos a los que se accede con frecuencia. Como la mayoria de las cargas
de trabajo suelen ser de lectura intensiva y funcionan activamente solo con un pequefo subconjunto
del conjunto de datos en un momento dado, el modelo hibrido de almacenamiento por niveles
inteligente y cachés de lectura de la SSD permite que los sistemas de archivos que utilizan la clase
de almacenamiento por niveles inteligentes proporcionen un almacenamiento con un rendimiento
comparable al de los sistemas de archivos SSD para la mayoria de las cargas de trabajo, al tiempo
que ofrece ahorros en los costos de almacenamiento en relacion con las clases de almacenamiento
SSD y HDD.

Al leer y escribir datos en un sistema de archivos Intelligent-Tiering, especialmente los datos a los
que no se ha accedido recientemente o con la frecuencia suficiente como para estar en la caché en
memoria del servidor de archivos, el rendimiento depende del tamafno de la caché de lectura de la
SSD. El acceso a los datos desde el almacenamiento en niveles inteligentes tiene time-to-first-byte
latencias de aproximadamente decenas de milisegundos, asi como costes por solicitud, mientras
que los accesos desde la caché de lectura de la SSD se devuelven con una latencia inferior a un
milisegundo y sin costes por solicitud.

Al configurar el tamano de la caché de lectura de la SSD para su sistema de archivos, debe tener
en cuenta tanto el tamafo del conjunto de datos al que se accede con frecuencia dentro de la carga
de trabajo como la sensibilidad de la carga de trabajo a una mayor latencia para las lecturas de los
datos a los que se accede con menos frecuencia. Puede cambiar entre los modos de tamaio de la
caché de lectura de la SSD una vez creado el sistema de archivos y escalar la caché hacia arriba

o hacia abajo. Para obtener mas informacién sobre cdmo modificar la caché de lectura de la SSD,
consulte Administracion de la caché de lectura SSD aprovisionada.

Una solicitud de escritura se produce cuando, FSx para Lustre, escribe un bloque de datos en

el almacenamiento Intelligent-Tiering. Al escribir datos en el sistema de archivos, las solicitudes

de escritura se agregan y se escriben en el almacenamiento Intelligent-Tiering, lo que aumenta

el rendimiento y reduce los costos de las solicitudes. Las lecturas se pueden realizar desde la

caché en memoria del servidor de archivos, la caché de lectura de la SSD o directamente desde

el almacenamiento Intelligent-Tiering. Cuando se realiza una lectura desde un almacenamiento
Intelligent-Tiering, se produce una solicitud de lectura para cada bloque de datos recuperados. Al leer
los datos de forma secuencial, Lustre los capturara previamente FSx para mejorar el rendimiento.

Los datos de la caché en memoria de los sistemas de archivos que utilizan la clase de
almacenamiento Intelligent-Tiering se envian directamente al cliente solicitante como E/S de red.
Cuando un cliente accede a datos que no estan en la caché en memoria, se leen desde la caché
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de lectura de SSD o el almacenamiento Intelligent-Tiering como E/S de disco y, a continuacion, se
envian al cliente como E/S de red.

Rendimiento del sistema de archivos para Intelligent-Tiering

La siguiente tabla muestra el rendimiento FSx para el que estan disefiados los sistemas de archivos
Intelligent-Tiering de Lustre.
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Consejos de rendimiento

Cuando utilices Amazon FSx for Lustre, ten en cuenta los siguientes consejos de rendimiento. Para
conocer los limites de servicio, consulte Service Quotas para Amazon FSx para Lustre.

+ |/O Tamano medio: dado que Amazon FSx for Lustre es un sistema de archivos de red, cada
operacion de archivos pasa por un viaje de ida y vuelta entre el cliente y Amazon FSx for Lustre,
lo que supone una pequeia sobrecarga de latencia. Debido a esta latencia por operacion, el
rendimiento general generalmente aumenta a medida que aumenta el I/O tamafo promedio, ya
que la sobrecarga se amortiza con una mayor cantidad de datos.

» Modelo de solicitud: al habilitar las escrituras asincronas en su sistema de archivos, las
operaciones de escritura pendientes se almacenan en bufer en la instancia de Amazon antes de
que se escriban en EC2 Amazon for Lustre de forma asincrona FSx . Las escrituras asincronas
suelen tener latencias menores. Cuando se realizan escrituras asincronas, el kernel utiliza
memoria adicional para el almacenamiento en caché. Un sistema de archivos que ha habilitado la
escritura sincronica emite solicitudes sincrénicas a Amazon FSx for Lustre. Cada operaciéon pasa
por un viaje de ida y vuelta entre el cliente y Amazon FSx for Lustre.

(® Note

El modelo de solicitud que elijas tiene desventajas en cuanto a coherencia (si utilizas
varias EC2 instancias de Amazon) y velocidad.

 Limite el tamano del directorio: para lograr un rendimiento 6ptimo de los metadatos en los sistemas
de archivos Persistent 2 FSx for Lustre, limite cada directorio a menos de 100 000 archivos. Al
limitar el numero de archivos de un directorio, se reduce el tiempo requerido para que el sistema
de archivos bloquee el directorio principal.

+ EC2 Instancias de Amazon: las aplicaciones que realizan una gran cantidad de operaciones
de lectura y escritura probablemente necesiten mas memoria o capacidad informatica que las
aplicaciones que no lo hacen. Al lanzar tus EC2 instancias de Amazon para tu carga de trabajo con
un uso intensivo de recursos informaticos, elige tipos de instancias que tengan la cantidad de estos
recursos que necesita tu aplicacion. Las caracteristicas de rendimiento de los sistemas de archivos
Amazon FSx for Lustre no dependen del uso de instancias optimizadas para Amazon EBS.

» Se recomienda ajustar las instancias de cliente para obtener un rendimiento 6ptimo

1. Para tipos de instancia de cliente con memoria de mas de 64 GiB, recomendamos aplicar el
siguiente ajuste:
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sudo lctl set_param ldlm.namespaces.*.lru_max_age=600000
sudo lctl set_param ldlm.namespaces.*.lru_size=<100 * number_of_CPUs>

2. Para tipos de instancia de cliente con mas de 64 nucleos vCPU, recomendamos aplicar el
siguiente ajuste:

echo "options ptlrpc ptlrpcd_per_cpt_max=32" >> /etc/modprobe.d/modprobe.conf
echo "options ksocklnd credits=2560" >> /etc/modprobe.d/modprobe.conf

# reload all kernel modules to apply the above two settings
sudo reboot

Una vez montado el cliente, es necesario aplicar el siguiente ajuste:

sudo 1lctl set_param osc.*0ST*.max_rpcs_in_flight=32
sudo lctl set_param mdc.*.max_rpcs_in_flight=64
sudo lctl set_param mdc.*.max_mod_rpcs_in_flight=50

3. Para optimizar el rendimiento de las listas de directorios (Is), es necesario aplicar los siguientes
ajustes:

sudo lctl set_param llite.*.statahead_max=512
sudo lctl set_param llite.*.statahead_agl=1
if sudo lctl get_param llite.*.statahead_xattr > /dev/null 2>&1; then
sudo lctl set_param llite.*.statahead_xattr=1
else
echo "Warning: Xattr statahead is not supported on this Lustre client. Please
upgrade to the latest Lustre 2.15 client to apply this tuning"
fi

Tenga en cuenta que se sabe que 1ctl set_param no persiste durante el reinicio. Dado
que estos parametros no pueden establecerse permanentemente desde el lado del cliente, se
recomienda implementar una tarea cron de arranque para establecer la configuracidén con los
ajustes recomendados.

» Equilibrio entre las cargas de trabajo OSTs: en algunos casos, la carga de trabajo no
impulsa el rendimiento total que puede ofrecer el sistema de archivos (200 MBps por TiB de
almacenamiento). Si es asi, puede utilizar CloudWatch las métricas para solucionar problemas
si el rendimiento se ve afectado por un desequilibrio en los patrones de la carga de trabajo. I/O
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Para identificar si esta es la causa, consulta la CloudWatch métrica Maximum de Amazon FSx for
Lustre.

En algunos casos, esta estadistica muestra una carga igual o superior al 240% del rendimiento

(la capacidad MBps de rendimiento de un solo disco Amazon for Lustre de 1,2 TiB). FSx En estos
casos, la carga de trabajo no se distribuye uniformemente entre los discos. Si este es el caso,
puede usar el comando 1fs setstripe para modificar la division de archivos a los que su carga
de trabajo accede con mas frecuencia. Para obtener un rendimiento éptimo, separe los archivos
con requisitos de alto rendimiento en todos los componentes de su sistema de archivos. OSTs

Si los archivos se importan de un repositorio de datos, puede adoptar otro enfoque para distribuir
los archivos de alto rendimiento de manera uniforme en todos sus archivos. OSTs Para ello,
puede modificar el ImportedFileChunkSize parametro al crear su proximo sistema de archivos
Amazon FSx for Lustre.

Por ejemplo, supongamos que su carga de trabajo utiliza un sistema de archivos de 7,0 TiB
(compuesto por 6 x 1,17 TiB OSTs) y necesita impulsar un alto rendimiento en archivos de 2,4
GiB. En este caso, puede establecer el ImportedFileChunkSize valor para que los archivos se
distribuyan uniformemente en el sistemade (2.4 GiB / 6 0STs) = 400 MiB archivos. OSTs

* Lustrecliente para IOPS de metadatos: si su sistema de archivos tiene una configuracion de
metadatos especificada, le recomendamos que instale un cliente Lustre 2.15 o Lustre 2.12 con una
de estas versiones de sistema operativo: Amazon Linux 2023; Amazon Linux 2; Red Hat/Rocky
Linux 8.9, 8.10 0 9.x; CentOS 8.9 u 8.10; Ubuntu 22+ con kernel 6.2, 6.5 0 6.8; o Ubuntu 20.

Consideraciones sobre el rendimiento de Intelligent-Tiering

Estas son algunas consideraciones importantes sobre el rendimiento cuando se trabaja con sistemas
de archivos que utilizan la clase de almacenamiento Intelligent-Tiering:

+ Las cargas de trabajo que leen datos con I/O tamanos mas pequefos requeriran una mayor
simultaneidad e incurriran en mas costos de solicitud para lograr el mismo rendimiento que las
cargas de trabajo que utilizan /O tamafos grandes debido a la mayor latencia de los niveles
de almacenamiento de Intelligent-Tiering. Recomendamos configurar la caché de lectura de la
SSD con un tamarno lo suficientemente grande como para soportar una mayor simultaneidad y
rendimiento cuando se trabaja con tamanos de E/S mas pequenos.

» La cantidad maxima de IOPS de disco que sus clientes pueden manejar con un sistema de
archivos de nivel inteligente depende de los patrones de acceso especificos de su carga de trabajo
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y de si usted ha aprovisionado una caché de lectura SSD. En el caso de las cargas de trabajo con
acceso aleatorio, los clientes suelen generar IOPS mucho mas altas si los datos se almacenan en
caché en la caché de lectura de la SSD que si no estan en la caché.

» La clase de almacenamiento Intelligent-Tiering admite la lectura anticipada para optimizar el
rendimiento de las solicitudes de lectura secuencial. Recomendamos configurar el patron de
acceso a los datos de forma secuencial siempre que sea posible para permitir la obtencion previa
de los datos y aumentar el rendimiento.
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Acceso a sistemas de archivo

Con Amazon FSx, puede transferir sus cargas de trabajo con un uso intensivo de computo desde
las instalaciones a la nube de Amazon Web Services importando datos a través de una VPN. Direct
Connect Puede acceder a su sistema de FSx archivos de Amazon desde las instalaciones, copiar
los datos a su sistema de archivos segun sea necesario y ejecutar cargas de trabajo con un uso
intensivo de recursos informaticos en instancias en la nube.

En la siguiente seccion, puede obtener informacidn sobre cémo acceder a su sistema de archivos
Amazon FSx for Lustre en una instancia de Linux. Ademas, puede encontrar informacion acerca
de cémo utilizar el archivo fstab para volver a montar automaticamente el sistema de archivos
después de los reinicios del sistema.

Antes de poder montar un sistema de archivos, debe crear, configurar y lanzar los recursos de AWS
relacionados. Para obtener instrucciones detalladas, consulte Introduccion a Amazon FSx para

Lustre. A continuacion, puede instalar y configurar el cliente Lustre en la instancia de procesamiento.

Temas

» Compatibilidad con sistemas de archivos de Lustre y kernel de clientes

* |nstalacion del cliente de Lustre

« Montaje desde una instancia de Amazon Elastic Compute Cloud

» Configuracion de clientes de EFA

* Montaje de Amazon Elastic Container Service

» Montaje de sistemas de FSx archivos de Amazon desde una VPC local o interconectada

* Montaje automatico del sistema FSx de archivos de Amazon

* Montaje de conjuntos de archivos especificos

« Desmontaje de sistemas de archivos

» Como trabajar con Amazon EC2 Spot Instances

Compatibilidad con sistemas de archivos de Lustre y kernel de
clientes

Le recomendamos encarecidamente que utilice la Lustre version de su sistema de archivos FSx para
Lustre que sea compatible con las versiones del nucleo de Linux de sus instancias cliente.
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Clientes de Amazon Linux

Version
Sistema del
operativo sistema

operativo
Amazon 6.12
Linux 202

6.1

Amazon 5.10
Linux 2

54

4.14

Version
minima
del
kernel

6.1.79-99
167

5.10.144-
127.601

5.4.214-1
20.368

4.14.294-
220.533

Version
maxima
del
kernel

6.1.79-99
67+

5.10.144-
127.601+

<5.10.144
-127.601

5.4.214-1
20.368+

5.4.214-1
20.368

4.14.294-
220.533+

<4.14.294
-220.533

Version
para
clientes
de
Lustre

2.15

2.15

2.12

(2.10)

212

(2.10)

212

(2.10)

Version del sistema de archivos Lustre

2.10

no

no

yes

yes

yes

yes

yes

yes

212

si

si

si

si

Si

Si

Si

2.15

si

si

no

si

no

Si

no
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Clientes de Ubuntu

Sistema
operativo

Ubuntu

Version
del
sistema
operativo

22

20

Version
minima
del
kernel

6.14.0-10
12

6.8.0-102
4

6.8.0-101
7

6.5.0-102
3

6.2.0-101
7

5.15.0-10
15-aws

5.15.0-10
15-aws

5.4.0-101
1-aws

Version
maxima
del
kernel

6.14.0*

6.8.0*

6.8.0*

6.5.0*

6.2.0*

5.15.0-10

51-aws

5.15.0*

5.13.0-10
31-aws

Version
para
clientes
de
Lustre

2.15

2.15

2.15

2.15

2.15

212

212

(2.10)

Version del sistema de archivos Lustre

2.10

no

no

no

no

no

yes

yes

yes

212

si

si

si

si

Si

Si

Si

2.15

si

si

si

si

Si

Si

no
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RHEL/CentOS/RockyClientes Linux

L, L, L, Version
Version Version Version ara
Sistema del Arquitect minima maxima zlientes Version del sistema de archivos
operativc sistema ura del del de Lustre
operativc kernel kernel
Lustre
2.10 212 2.15
RHEL/ 9.7 Arm + 5.14,0-6° 5.14.0-6° 2.15 no si si
Rock x86 1.5.1 1*
y Linux
9.6 Arm + 5.14.0-5° 5.14.0-5° 2.15 no si si
x86 0,12.1 0*
9.5 Arm+  5.14.0-5( 5.14.0-5( 2.15 no si si
x86 3.19.1 3*
9.4 Arm + 5.14.0-4. 5.14.0-4. 2.15 no si si
x86 7.13.1 7*
9.3 Arm +  5.14.0-3¢ 5.14.0-3¢ 2.15 no si si
x86 2.18.1 2.18.1
9.0 Arm + 5.14.0-7( 5.14.0-7( 2.15 no si si
x86 13.1 .30.1
RHEL/ 8.10 Arm +  4.18.0-5! 4.18.0-5! 2.12 yes si si
Cent x86 3 3*
0S/
RockyL
inux
8.9 Arm+  4.18.0-5 4.18.0-5 2.12 yes si si
x86 3* 3*
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. . ., Version
Version Version Version ara
Sistema del Arquitect minima maxima Elientes Version del sistema de archivos
operativc sistema ura del del de Lustre
operativc kernel kernel
Lustre
8.8 Arm+  4.18.0-47 4.18.0-4" 2.12 yes si si
x86 7* 7*
8.7 Arm + 4.18.0-4: 4.18.0-4: 2.12 yes si si
x86 5* 5*
8.6 Arm+  4.18.0-37 4.18.0-3" 2.12 yes si si
x86 2 2*
8.5 Arm+  4.18.0-3¢ 4.18.0-3« 2.12 yes si si
x86 8* 8*
8.4 Arm +  4.18.0-3( 4.18.0-3( 2.12 yes si si
x86 5* S
RHEL/ 8.3 Arm+  4.18.0-2¢ 4.18.0-2¢ (2.10) yes si no
Cent x86 0* 0*
(0N
8.2 Arm+  4.18.0-1¢ 4.18.0-1¢ (2.10) yes si no
x86 3* 3*
7.9 x86 3.10.0-1* 3.10.0-1" 2.12 yes si si
60* 60*
7.8 x86 3.10.0-1 3.10.0-1" (2.10) yes si no
27 27
7.7 x86 3.10.0-1C 3.10.0-1( (2.10) yes si no
62* 62*
CentOS 7.9 Arm 4.18.0-1¢ 4.18.0-1¢ 2.12 yes si si
3* 3*

Compatibilidad con sistemas de archivos de Lustre y kernel de clientes 159



FSx para Lustre Guia del usuario de Lustre

. . ., Version
Version Version Version ara
Sistema del Arquitect minima maxima El'entes Version del sistema de archivos
[
operativc sistema ura del del de Lustre
operativc kernel kernel
Lustre
7.8 Arm 4.18.0-1¢ 4.18.0-1« 2.12 yes si si
7* 7*

Instalacion del cliente de Lustre

Para montar el sistema de archivos Amazon FSx for Lustre desde una instancia de Linux, instale
primero el cliente de cédigo abiertoLustre. A continuacién, dependiendo de la version de su sistema
operativo, utilice uno de los siguientes procedimientos. Para obtener informacidn sobre el soporte del
kernel, consulte Compatibilidad con sistemas de archivos de Lustre y kernel de clientes.

Si la instancia informatica no esta ejecutando el kernel de Linux especificado en las instrucciones de
instalacion y no puede cambiar el kernel, puede construir su propio cliente de Lustre. Para obtener
mas informacion, consulte Compilacion de Lustre en la wiki de Lustre.

Amazon Linux

Para instalar el cliente de Lustre en Amazon Linux 2023

1. Abra un terminal en su cliente de Linux.

2. Determine qué kernel se esta ejecutando actualmente en su instancia de procesamiento
mediante la ejecucion del siguiente comando.

uname -Ir

3. Revise la respuesta del sistema y comparela con los siguientes requisitos minimos del kernel
para instalar el cliente de Lustre en Amazon Linux 2023:

* Requisito minimo del kernel 6.12 - 6.12*

* Requisito minimo del kernel 6.1: 6.1.79-99.167.amzn2023
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Sila EC2 instancia cumple con los requisitos minimos del nucleo, continte con el paso e instale
el Lustre cliente.

Si el comando devuelve un resultado inferior al requisito minimo del nucleo, actualiza el nucleo y
reinicia la EC2 instancia de Amazon ejecutando el siguiente comando.

sudo dnf -y update kernel && sudo reboot

Compruebe que el kernel se haya actualizado usando el comando uname -r.

4. Descargue e instale el cliente de Lustre con el siguiente comando.

sudo dnf install -y lustre-client

Para instalar el cliente de Lustre en Amazon Linux 2

1. Abra un terminal en su cliente de Linux.

2. Determine qué kernel se esta ejecutando actualmente en su instancia de procesamiento
mediante la ejecucion del siguiente comando.

uname -I

3. Revise la respuesta del sistema y comparela con los siguientes requisitos minimos del kernel
para instalar el cliente de Lustre en Amazon Linux 2:

* Requisito minimo de kernel 5.10 - 5.10.144-127.601.amzn2
* Requisito minimo de kernel 5.4 - 5.4.214-120.368.amzn2
* Requisito minimo de kernel 4.14 - 4.14.294-220.533.amzn2

Si la EC2 instancia cumple con los requisitos minimos del nucleo, continua con el paso e instala
el Lustre cliente.

Si el comando devuelve un resultado inferior al requisito minimo del nucleo, actualiza el nucleo y
reinicia la EC2 instancia de Amazon ejecutando el siguiente comando.

sudo yum -y update kernel && sudo reboot
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Compruebe que el kernel se haya actualizado usando el comando uname -r.

4. Descargue e instale el cliente de Lustre con el siguiente comando.

sudo amazon-linux-extras install -y lustre

Si no puede actualizar el kernel al requisito minimo de kernel, puede instalar el cliente heredado
2.10 con el siguiente comando.

sudo amazon-linux-extras install -y lustre2.10

Para instalar el cliente de Lustre en Amazon Linux

1.  Abra un terminal en su cliente de Linux.

2. Determine qué kernel se esta ejecutando actualmente en su instancia de procesamiento
mediante la ejecucion del siguiente comando. El cliente de Lustre requiere un kernel de Amazon
Linux 4.14, version 104 o superior.

uname -Ir
3. Realice una de las siguientes acciones:

+ Si el comando devuelve 4.14.104-78.84.amznl.x86_64 o una versidn superior a 4.14,
descargue e instale el cliente de Lustre usando el siguiente comando.

sudo yum install -y lustre-client

* Si el comando devuelve un resultado inferior a4.14.104-78.84.amznl.x86_64, actualiza
el kernel y reinicia tu EC2 instancia de Amazon ejecutando el siguiente comando.

sudo yum -y update kernel && sudo reboot

Compruebe que el kernel se haya actualizado usando el comando uname -r. Luego,
descargue e instale el cliente de Lustre como se ha descrito anteriormente.
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CentOS, Rocky Linux y Red Hat

Para instalar el Lustre cliente en Red Hat y Rocky Linux 9.0 0 9.3—9.7

Puede instalar y actualizar paquetes de Lustre cliente compatibles con Red Hat Enterprise Linux
(RHEL) y Rocky Linux desde el repositorio de paquetes yum para FSx Lustre clientes de Amazon.
Estos paquetes estan firmados para ayudar a garantizar que no han sido manipulados antes o
durante la descarga. La instalacion del repositorio falla si no instala la clave publica correspondiente
en su sistema.

Para anadir el repositorio de paquetes yum del FSx Lustre cliente Amazon
1. Abra un terminal en su cliente de Linux.

2. Instale la clave publica FSx rpm de Amazon mediante el siguiente comando.

curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc

3. Importe la clave utilizando el siguiente comando.

sudo rpm --import /tmp/fsx-rpm-public-key.asc

4. Anada el repositorio y actualice el administrador de paquetes con el siguiente comando.

sudo curl https://fsx-lustre-client-repo.s3.amazonaws.com/el/9/fsx-lustre-
client.repo -o /etc/yum.repos.d/aws-fsx.repo

Para configurar el repositorio yum FSx Lustre del cliente de Amazon

El repositorio de paquetes yum del FSx Lustre cliente de Amazon esta configurado de forma
predeterminada para instalar el Lustre cliente que es compatible con la version del nucleo que se
incluyd inicialmente con la ultima versiéon compatible de Rocky Linux y RHEL 9. Para instalar un
cliente de Lustre que sea compatible con la version del kernel que esta usando, puede editar el
archivo de configuracion del repositorio.

Esta seccion describe como determinar qué kernel esta ejecutando, si necesita editar la
configuracion del repositorio, y como editar el archivo de configuracion.
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1.

Determine qué kernel se esta ejecutando actualmente en su instancia de procesamiento
mediante la ejecucion del siguiente comando.

uname -r
Realice una de las siguientes acciones:
+ Si el comando devuelve 5.14.0-611%*, no necesita modificar la configuracion del repositorio.

Continue con el procedimiento Para instalar el cliente de Lustre.

» Si el comando vuelve a 5.14.0-570* aparecer, debe editar la configuracién del repositorio
para que apunte Lustre al cliente de la version 9.6 de Rocky Linux y RHEL.

+ Si el comando vuelve a 5.14.0-503* aparecer, debe editar la configuracion del repositorio
para que apunte Lustre al cliente de la version 9.5 de Rocky Linux y RHEL.

» Si el comando vuelve a 5.14.0-427* aparecer, debe editar la configuracién del repositorio
para que apunte Lustre al cliente de la version 9.4 de Rocky Linux y RHEL.

» Si el comando devuelve 5.14.0-362.18.1, debe editar la configuracién del repositorio para
que apunte al cliente de Lustre para la version Rocky Linux y RHEL 9.3.

+ Si el comando devuelve 5.14.0-70%*, debe editar la configuracion del repositorio para que
apunte al cliente de Lustre para la version Rocky Linux y RHEL 9.0.

Edite el archivo de configuracion del repositorio para que apunte a una versidn especifica de
RHEL utilizando el siguiente comando. Sustituya specific_RHEL_version por la version de
RHEL que necesite usar.

sudo sed -i 's#9#specific_RHEL_version#' /etc/yum.repos.d/aws-fsx.repo

Por ejemplo, para apuntar a la version 9.6, specific_RHEL_version sustitiyala por 9.6 en
el comando, como en el siguiente ejemplo.

sudo sed -i 's#9#9.6#' /etc/yum.repos.d/aws-fsx.repo

Utilice el siguiente comando para borrar la caché yum.

sudo yum clean all
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Para instalar el cliente de Lustre

* Instale los paquetes desde el repositorio utilizando el siguiente comando.

sudo yum install -y kmod-lustre-client lustre-client

Informacion adicional (Rocky Linux y Red Hat 9.0 y posterior)

Los comandos anteriores instalan los dos paquetes necesarios para montar tu sistema de FSx
archivos de Amazon e interactuar con él. El repositorio incluye paquetes de Lustre adicionales, como
un paquete que contiene el codigo fuente y paquetes que contienen pruebas, los cuales puede
instalar de forma opcional. Para listar todos los paquetes disponibles en el repositorio, utilice el
siguiente comando.

yum --disablerepo="*" --enablerepo="aws-fsx" list available

Para descargar el rpm fuente, que contiene un tarball del cédigo fuente upstream y el conjunto de
parches que hemos aplicado, utilice el siguiente comando.

sudo yumdownloader --source kmod-lustre-client

Al ejecutar yum update, se instala una version mas reciente del médulo si esta disponible y se
sustituye la version existente. Para evitar que la version instalada actualmente se elimine en la
actualizacion, afiada una linea como la siguiente a su archivo /etc/yum. conf.

installonlypkgs=kernel, kernel-PAE, installonlypkg(kernel), installonlypkg(kernel-
module),
installonlypkg(vm), multiversion(kernel), kmod-lustre-client

Esta lista incluye los paquetes de solo instalacion por defecto, especificados en la pagina man
yum.conf y en el paquete kmod-lustre-client.

Para instalar el cliente de Lustre en CentOS y Red Hat 8.2 a 8.10 o en Rocky Linux 8.4 a 8.10

Puede instalar y actualizar paquetes de Lustre cliente compatibles con Red Hat Enterprise Linux
(RHEL), Rocky Linux y Centos desde el repositorio de paquetes yum para clientes de FSx Lustre
Amazon. Estos paquetes estan firmados para ayudar a garantizar que no han sido manipulados
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antes o durante la descarga. La instalacion del repositorio falla si no instala la clave publica
correspondiente en su sistema.

Para anadir el repositorio de paquetes yum del FSx Lustre cliente Amazon

1.  Abra un terminal en su cliente de Linux.

2. Instale la clave publica FSx rpm de Amazon mediante el siguiente comando.

curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc

3. Importe la clave utilizando el siguiente comando.

sudo rpm --import /tmp/fsx-rpm-public-key.asc

4. Anada el repositorio y actualice el administrador de paquetes con el siguiente comando.

sudo curl https://fsx-lustre-client-repo.s3.amazonaws.com/el/8/fsx-lustre-
client.repo -o /etc/yum.repos.d/aws-fsx.repo

Para configurar el repositorio yum FSx Lustre del cliente de Amazon

El repositorio de paquetes yum del FSx Lustre cliente de Amazon esta configurado de forma
predeterminada para instalar el Lustre cliente que es compatible con la version del nucleo que

se incluyd inicialmente con la ultima versidn compatible de CentOS, Rocky Linux y RHEL 8. Para
instalar un cliente de Lustre que sea compatible con la version del kernel que esta usando, puede
editar el archivo de configuracion del repositorio.

Esta seccidn describe como determinar qué kernel esta ejecutando, si necesita editar la
configuracion del repositorio, y como editar el archivo de configuracion.

1. Determine qué kernel se esta ejecutando actualmente en su instancia de procesamiento
mediante la ejecucion del siguiente comando.

uname -r
2. Realice una de las siguientes acciones:

+ Si el comando devuelve 4.18.0-553*, no necesita modificar la configuracion del repositorio.
Continue con el procedimiento Para instalar el cliente de Lustre.
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+ Si el comando devuelve 4.18.0-513*, debe editar la configuracién del repositorio para que
apunte al cliente de Lustre para la version CentOS, Rocky Linux y RHEL 8.9.

+ Si el comando devuelve 4.18.0-477%*, debe editar la configuracidn del repositorio para que
apunte al cliente de Lustre para la version CentOS, Rocky Linux y RHEL 8.8.

» Si el comando devuelve 4.18.0-425%*, debe editar la configuraciéon del repositorio para que
apunte al cliente de Lustre para la version CentOS, Rocky Linux y RHEL 8.7.

+ Si el comando devuelve 4.18.0-372*, debe editar la configuracién del repositorio para que
apunte al cliente de Lustre para la version CentOS, Rocky Linux y RHEL 8.6.

+ Si el comando devuelve 4.18.0-348%*, debe editar la configuracién del repositorio para que
apunte al cliente de Lustre para la version CentOS, Rocky Linux y RHEL 8.5.

+ Si el comando devuelve 4.18.0-305%*, debe editar la configuracidn del repositorio para que
apunte al cliente de Lustre para la version CentOS, Rocky Linux y RHEL 8.4.

+ Si el comando devuelve 4.18.0-240%*, debe editar la configuracidn del repositorio para que
apunte al cliente de Lustre para la version CentOS y RHEL 8.3.

» Si el comando devuelve 4.18.0-193*, debe editar la configuracidon del repositorio para que
apunte al cliente de Lustre para la version CentOS y RHEL 8.2.

3. Edite el archivo de configuracion del repositorio para que apunte a una version especifica de
RHEL utilizando el siguiente comando.

sudo sed -i 's#8#tspecific_RHEL_version#' /etc/yum.repos.d/aws-fsx.repo

Por ejemplo, para sefalar la version 8.9, sustituya specific_RHEL_version por 8.9 en el
comando.

sudo sed -i 's#8#8.9#' /etc/yum.repos.d/aws-fsx.repo

4. Utilice el siguiente comando para borrar la caché yum.

sudo yum clean all

Para instalar el cliente de Lustre

* Instale los paquetes desde el repositorio utilizando el siguiente comando.

sudo yum install -y kmod-lustre-client lustre-client
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Informacién adicional (CentOS, Rocky Linux y Red Hat 8.2 y posterior)

Los comandos anteriores instalan los dos paquetes necesarios para montar tu sistema de FSx
archivos de Amazon e interactuar con él. El repositorio incluye paquetes de Lustre adicionales, como
un paquete que contiene el codigo fuente y paquetes que contienen pruebas, los cuales puede
instalar de forma opcional. Para listar todos los paquetes disponibles en el repositorio, utilice el
siguiente comando.

yum --disablerepo="*" --enablerepo="aws-fsx" list available

Para descargar el rpm fuente, que contiene un tarball del cédigo fuente upstream y el conjunto de
parches que hemos aplicado, utilice el siguiente comando.

sudo yumdownloader --source kmod-lustre-client

Al ejecutar yum update, se instala una version mas reciente del médulo si esta disponible y se
sustituye la versidn existente. Para evitar que la version instalada actualmente se elimine en la
actualizacion, afiada una linea como la siguiente a su archivo /etc/yum. conf.

installonlypkgs=kernel, kernel-PAE, installonlypkg(kernel), installonlypkg(kernel-
module),
installonlypkg(vm), multiversion(kernel), kmod-lustre-client

Esta lista incluye los paquetes de solo instalacion por defecto, especificados en la pagina man
yum.conf y en el paquete kmod-lustre-client.

Para instalar el cliente de Lustre en CentOS y Red Hat 7.7, 7.8 o 7.9 (instancias x86_64)

Puede instalar y actualizar paquetes de Lustre cliente que sean compatibles con Red Hat Enterprise
Linux (RHEL) y Centos desde el repositorio de paquetes yum para clientes de FSx Lustre Amazon.
Estos paquetes estan firmados para ayudar a garantizar que no hayan sido manipulados antes o
durante la descarga. La instalacion del repositorio falla si no instala la clave publica correspondiente
en su sistema.

Para anadir el repositorio de paquetes yum del FSx Lustre cliente Amazon

1.  Abra un terminal en su cliente de Linux.

2. Instale la clave publica FSx rpm de Amazon mediante el siguiente comando.
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curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc

3. Importe la clave utilizando el siguiente comando.

sudo rpm --import /tmp/fsx-rpm-public-key.asc

4. Anada el repositorio y actualice el administrador de paquetes con el siguiente comando.

sudo curl https://fsx-lustre-client-repo.s3.amazonaws.com/el/7/fsx-lustre-
client.repo -o /etc/yum.repos.d/aws-fsx.repo

Para configurar el repositorio yum FSx Lustre del cliente de Amazon

El repositorio de paquetes yum del FSx Lustre cliente de Amazon esta configurado de forma
predeterminada para instalar el Lustre cliente que sea compatible con la version del nucleo que se
incluyo inicialmente con la ultima version compatible de CentOS y RHEL 7. Para instalar un cliente
de Lustre que sea compatible con la version del kernel que esta usando, puede editar el archivo de
configuracion del repositorio.

Esta seccidn describe como determinar qué kernel esta ejecutando, si necesita editar la
configuracion del repositorio, y como editar el archivo de configuracion.

1. Determine qué kernel se esta ejecutando actualmente en su instancia de procesamiento
mediante la ejecucion del siguiente comando.

uname -Ir
2. Realice una de las siguientes acciones:

» Si el comando devuelve 3.10.0-1160*, no necesita modificar la configuracién del
repositorio. Continue con el procedimiento Para instalar el cliente de Lustre.

+ Si el comando devuelve 3.10.0-1127*, debe editar la configuracion del repositorio para que
apunte al cliente de Lustre para la version CentOS y RHEL 7.8.

» Si el comando devuelve 3.10.0-1062*, debe editar la configuracion del repositorio para que
apunte al cliente de Lustre para la version CentOS y RHEL 7.7.

3. Edite el archivo de configuracion del repositorio para que apunte a una version especifica de
RHEL utilizando el siguiente comando.

CentOS, Rocky Linux y Red Hat 169



FSx para Lustre Guia del usuario de Lustre

sudo sed -i 's#7#specific_RHEL_version#' /etc/yum.repos.d/aws-fsx.repo

Para sefalar a la version 7.8, sustituya specific_RHEL_version con 7.8 en el comando.

sudo sed -i 's#7#7.8#' /etc/yum.repos.d/aws-fsx.repo

Para sefalar a la version 7.7, sustituya specific_RHEL_version con 7.7 en el comando.

sudo sed -i 's#7#7.7#' /etc/yum.repos.d/aws-fsx.repo

4. Utilice el siguiente comando para borrar la caché yum.

sudo yum clean all

Para instalar el cliente de Lustre

+ Instale los paquetes del cliente de Lustre desde el repositorio usando el siguiente comando.

sudo yum install -y kmod-lustre-client lustre-client

Informacion adicional (CentOS, Rocky Linux y Red Hat 7.7 y posterior)

Los comandos anteriores instalan los dos paquetes necesarios para montar tu sistema de FSx
archivos de Amazon e interactuar con él. El repositorio incluye paquetes de Lustre adicionales, como
un paquete que contiene el codigo fuente y paquetes que contienen pruebas, los cuales puede
instalar de forma opcional. Para listar todos los paquetes disponibles en el repositorio, utilice el
siguiente comando.

yum --disablerepo="*" --enablerepo="aws-fsx" list available

Para descargar el rpm fuente, que contiene un tarball del cédigo fuente upstream y el conjunto de
parches que hemos aplicado, utilice el siguiente comando.

sudo yumdownloader --source kmod-lustre-client
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Cuando ejecute yum update, se instalara una version mas reciente del médulo si esta disponible, y
se sustituira la version existente. Para evitar que la version instalada actualmente se elimine en la
actualizacion, anada una linea como la siguiente a su archivo /etc/yum. conf.

installonlypkgs=kernel, kernel-big-mem, kernel-enterprise, kernel-smp,

kernel-debug, kernel-unsupported, kernel-source, kernel-devel, kernel-
PAE,

kernel-PAE-debug, kmod-lustre-client

Esta lista incluye los paquetes de solo instalacion por defecto, especificados en la pagina man
yum. conf y en el paquete kmod-lustre-client.

Para instalar el Lustre cliente en Centos 7.8 o 7.9 (instancias basadas en ARM con AWS tecnologia
Graviton)

Puede instalar y actualizar los paquetes de Lustre cliente desde el repositorio de paquetes yum para
FSx Lustre clientes de Amazon que sean compatibles con CentOS 7 para instancias con tecnologia
Graviton basadas en AWS ARM EC2 . Estos paquetes estan firmados para ayudar a garantizar que
no hayan sido manipulados antes o durante la descarga. La instalacion del repositorio falla si no
instala la clave publica correspondiente en su sistema.

Para anadir el repositorio de paquetes yum del FSx Lustre cliente Amazon

1. Abra un terminal en su cliente de Linux.

2. Instale la clave publica FSx rpm de Amazon mediante el siguiente comando.

curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc

curl https://fsx-lustre-client-repo-public-keys.s3.amazonaws.cn/fsx-rpm-public-
key.asc -o /tmp/fsx-rpm-public-key.asc

3. Importe la clave utilizando el siguiente comando.
sudo rpm --import /tmp/fsx-rpm-public-key.asc

4. Anada el repositorio y actualice el administrador de paquetes con el siguiente comando.

sudo curl https://fsx-lustre-client-repo.s3.amazonaws.com/centos/7/fsx-lustre-
client.repo -o /etc/yum.repos.d/aws-fsx.repo
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Para configurar el repositorio yum FSx Lustre del cliente de Amazon

El repositorio de paquetes yum del FSx Lustre cliente de Amazon esta configurado de forma
predeterminada para instalar el Lustre cliente que es compatible con la version del nucleo que
se incluyé inicialmente con la ultima versién compatible de CentOS 7. Para instalar un cliente de
Lustre que sea compatible con la version del kernel que esta usando, puede editar el archivo de
configuracion del repositorio.

Esta seccion describe como determinar qué kernel esta ejecutando, si necesita editar la
configuracion del repositorio, y como editar el archivo de configuracion.

1. Determine qué kernel se esta ejecutando actualmente en su instancia de procesamiento
mediante la ejecucion del siguiente comando.

uname -I
2. Realice una de las siguientes acciones:

+ Si el comando devuelve 4.18.0-193*, no necesita modificar la configuracion del repositorio.
Continue con el procedimiento Para instalar el cliente de Lustre.

+ Si el comando devuelve 4.18.0-147%*, debe editar la configuracidn del repositorio para que
apunte al cliente de Lustre para la version CentOS 7.8.

3. Edite el archivo de configuracion del repositorio para apuntar a la versién CentOS 7.8 mediante
el siguiente comando.

sudo sed -i 's#7#7.8#' /etc/yum.repos.d/aws-fsx.repo

4. Utilice el siguiente comando para borrar la caché yum.

sudo yum clean all

Para instalar el cliente de Lustre

* Instale los paquetes desde el repositorio utilizando el siguiente comando.

sudo yum install -y kmod-lustre-client lustre-client
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Informacién adicional (CentOS 7.8 o 7.9 para instancias basadas en ARM con AWS tecnologia
Graviton) EC2

Los comandos anteriores instalan los dos paquetes necesarios para montar tu sistema de FSx
archivos de Amazon e interactuar con él. El repositorio incluye paquetes de Lustre adicionales, como
un paquete que contiene el codigo fuente y paquetes que contienen pruebas, los cuales puede
instalar de forma opcional. Para listar todos los paquetes disponibles en el repositorio, utilice el
siguiente comando.

yum --disablerepo="*" --enablerepo="aws-fsx" list available

Para descargar el rpm fuente, que contiene un tarball del cédigo fuente upstream y el conjunto de
parches que hemos aplicado, utilice el siguiente comando.

sudo yumdownloader --source kmod-lustre-client

Cuando ejecute yum update, se instalara una version mas reciente del médulo si esta disponible, y
se sustituira la version existente. Para evitar que la version instalada actualmente se elimine en la
actualizacion, afiada una linea como la siguiente a su archivo /etc/yum. conf.

installonlypkgs=kernel, kernel-big-mem, kernel-enterprise, kernel-smp,

kernel-debug, kernel-unsupported, kernel-source, kernel-devel, kernel-
PAE,

kernel-PAE-debug, kmod-lustre-client

Esta lista incluye los paquetes de solo instalacion por defecto, especificados en la pagina man
yum. conf y en el paquete kmod-lustre-client.

Ubuntu

Para instalar el cliente Lustre en Ubuntu 18.04, 20.04, 22.04 o0 24.04

Puede obtener Lustre paquetes del repositorio de Amazon FSx Ubuntu. Para validar que el contenido
del repositorio no haya sido manipulado antes o durante la descarga, se aplica una firma GNU
Privacy Guard (GPG) a los metadatos del repositorio. La instalacion del repositorio falla a menos que
tenga la clave GPG publica correcta instalada en su sistema.

1.  Abra un terminal en su cliente de Linux.
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2. Siga estos pasos para anadir el repositorio de Amazon FSx Ubuntu:

a. Sino ha registrado previamente un repositorio de Amazon FSx Ubuntu en su instancia de
cliente, descargue e instale la clave publica requerida. Use el siguiente comando.

wget -0 - https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-
ubuntu-public-key.asc | gpg --dearmor | sudo tee /usr/share/keyrings/fsx-
ubuntu-public-key.gpg >/dev/null

b. Anade el repositorio de FSx paquetes de Amazon a tu gestor de paquetes local mediante el
siguiente comando.

sudo bash -c 'echo "deb [signed-by=/usr/share/keyrings/fsx-ubuntu-public-
key.gpg] https://fsx-lustre-client-repo.s3.amazonaws.com/ubuntu $(1lsb_release -
cs) main" > /Jetc/apt/sources.list.d/fsxlustreclientrepo.list && apt-get update’

3. Determine qué kernel se esta ejecutando actualmente en su instancia de cliente y actualicelo
segun sea necesario. Para obtener una lista de los nucleos necesarios para el Lustre cliente
en Ubuntu, tanto para las instancias basadas en x86 como para EC2 las instancias basadas en
ARM con procesadores EC2 AWS Graviton, consulte. Clientes de Ubuntu

a. Ejecute el siguiente comando para determinar qué kernel se esta ejecutando.

uname -I

b. Ejecute el siguiente comando para actualizar a la ultima version del kernel de Ubuntu y
Lustre y reinicie.

sudo apt install -y linux-aws lustre-client-modules-aws && sudo reboot

Si la version del nucleo es superior a la version minima del nucleo tanto para las EC2
instancias basadas en x86 como para las basadas en Graviton EC2 , y no desea actualizar
a la ultima version del nucleo, puede realizar la instalacion Lustre para el nucleo actual con
el siguiente comando.

sudo apt install -y lustre-client-modules-$(uname -r)

Estan instalados los dos Lustre paquetes necesarios para montar su sistema de archivos
FSx for Lustre e interactuar con él. Opcionalmente puede instalar paquetes adicionales
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relacionados como un paquete que contiene el cédigo fuente y paquetes que contienen
pruebas que se incluyen en el repositorio.

c. Liste todos los paquetes disponibles en el repositorio utilizando el siguiente comando.

sudo apt-cache search ~lustre

d. (Opcional) Si desea que la actualizacion del sistema también actualice siempre los médulos
del cliente de Lustre, corrobore que el paquete de lustre-client-modules-aws esté
instalado mediante el siguiente comando.

sudo apt install -y lustre-client-modules-aws

@ Note

Si obtiene un error Module Not Found, consulte Para solucionar errores de modulos
faltantes.

Para solucionar errores de moédulos faltantes

Si obtiene un error Module Not Found durante la instalacién en cualquier version de Ubuntu, haga
lo siguiente

Cambie su kernel a la anterior version soportada. Enumere todas las versiones disponibles del lustre-
client-modules paquete e instale el nucleo correspondiente. Para ello, utilice el siguiente comando.

sudo apt-cache search lustre-client-modules

Por ejemplo, si la ultima version que se incluye en el repositorio es lustre-client-
modules-5.4.0-1011-aws, haga lo siguiente:

1. Instale el kernel para el que se cred este paquete utilizando los siguientes comandos.

sudo apt-get install -y linux-image-5.4.0-1011-aws

sudo sed -i 's/GRUB_DEFAULT=.\+/GRUB\_DEFAULT="Advanced options for Ubuntu>Ubuntu,
with Linux 5.4.0-1011-aws"/' /etc/default/grub
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sudo update-grub

2. Reinicie su instancia utilizando el siguiente comando.

sudo

reboot

3. Instale el cliente de Lustre mediante el siguiente comando.

sudo apt-get install -y lustre-client-modules-$(uname -r)

SUSE Linux

Para instalar el Lustre cliente en SUSE Linux 12 SP3 SP4, o SP5

Para instalar el Lustre cliente en SUSE Linux 12 SP3

1.  Abra un terminal en su cliente de Linux.

2. Instale la clave publica FSx rpom de Amazon mediante el siguiente comando.

sudo wget https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-sles-
public-key.asc

3. Importe la clave utilizando el siguiente comando.

sudo rpm --import fsx-sles-public-key.asc

4. Agregue el repositorio para el cliente de Lustre mediante el siguiente comando.

sudo wget https://fsx-lustre-client-repo.s3.amazonaws.com/suse/sles-12/SLES-12/fsx-
lustre-client.repo

5. Descargue e instale el cliente de Lustre con los siguientes comandos.

sudo
sudo
sudo
sudo

zypper
sed -i
zypper
zypper

ar --gpgcheck-strict fsx-lustre-client.repo
's#SLES-12#SP3#' /etc/zypp/repos.d/aws-fsx.repo
refresh

in lustre-client
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Para instalar el Lustre cliente en SUSE Linux 12 SP4

1.  Abra un terminal en su cliente de Linux.

2. Instale la clave publica FSx rpm de Amazon mediante el siguiente comando.

sudo wget https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-sles-

public-key.asc

3. Importe la clave utilizando el siguiente comando.

sudo rpm --import fsx-sles-public-key.asc

4. Agregue el repositorio para el cliente de Lustre mediante el siguiente comando.

sudo wget https://fsx-lustre-client-repo.s3.amazonaws.com/suse/sles-12/SLES-12/fsx-
lustre-client.repo

5. Realice una de las siguientes acciones:

» Sila instalé SP4 directamente, descargue e instale el Lustre cliente con los siguientes
comandos.

sudo
sudo
sudo
sudo

zypper
sed -i
zypper
zypper

ar --gpgcheck-strict fsx-lustre-client.repo
's#SLES-12#SP4#' /etc/zypp/repos.d/aws-fsx.repo
refresh

in lustre-client

+ Si migraste desde SP3 al FSx repositorio de Amazon SP4 y lo agregaste anteriormente SP3,

descarga e instala el Lustre cliente con los siguientes comandos.

sudo
sudo
sudo
sudo

zypper
sed -i
zypper
zypper

ar --gpgcheck-strict fsx-lustre-client.repo
's#SP3#SP4#' Jetc/zypp/repos.d/aws-fsx.repo

ref

up --force-resolution lustre-client-kmp-default

Para instalar el Lustre cliente en SUSE Linux 12 SP5

1.  Abra un terminal en su cliente de Linux.

2. Instale la clave publica FSx rpom de Amazon mediante el siguiente comando.
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sudo wget https://fsx-lustre-client-repo-public-keys.s3.amazonaws.com/fsx-sles-
public-key.asc

3. Importe la clave utilizando el siguiente comando.

sudo rpm --import fsx-sles-public-key.asc

4. Agregue el repositorio para el cliente de Lustre mediante el siguiente comando.

sudo wget https://fsx-lustre-client-repo.s3.amazonaws.com/suse/sles-12/SLES-12/fsx-
lustre-client.repo

5. Realice una de las siguientes acciones:

« Sila instalé SP5 directamente, descargue e instale el Lustre cliente con los siguientes
comandos.

sudo zypper ar --gpgcheck-strict fsx-lustre-client.repo
sudo zypper refresh
sudo zypper in lustre-client

» Si migraste desde SP4 al FSx repositorio de Amazon SP5 y lo agregaste anteriormente SP4,
descarga e instala el Lustre cliente con los siguientes comandos.

sudo sed -i 's#SP4#SLES-12' /etc/zypp/repos.d/aws-fsx.repo
sudo zypper ref
sudo zypper up --force-resolution lustre-client-kmp-default

@ Note

Es posible que tenga que reiniciar la instancia de procesamiento para que el cliente finalice la
instalacion.

Montaje desde una instancia de Amazon Elastic Compute Cloud

Puedes montar tu sistema de archivos desde una EC2 instancia de Amazon.
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Para montar tu sistema de archivos desde Amazon EC2

1. Conéctate a tu EC2 instancia de Amazon.

2. Cree un directorio en su sistema de archivos de FSx For Lustre para el punto de montaje con el
siguiente comando.

$ sudo mkdir -p /fsx

3. Monte el sistema de archivos Amazon FSx for Lustre en el directorio que cred. Utilice el
siguiente comando y sustituya los siguientes elementos:

* Reemplace file_system_dns_name con el nombre DNS real del sistema de archivos.

* Reemplace mountname con el nombre de montaje del sistema de archivos. Este nombre de
montaje es devuelto en la respuesta de la operacion APl CreateFileSystem. También se
devuelve en la respuesta al describe-file-systems AWS CLI comando y en la operacion de la
DescribeFileSystemsAPI.

sudo mount -t lustre -o relatime,flock file_system_dns_name@tcp:/mountname /fsx

Este comando monta el sistema de archivos con dos opciones: -o relatimey flock:

« relatime - Si bien la opcion atime mantiene los datos atime (tiempos de acceso al
inodo) cada vez que se accede a un archivo, la opcion relatime también mantiene los
datos atime, pero no para cada vez que se accede a un archivo. Con la opcion relatime
habilitada, los datos atime se escriben en el disco solo si el archivo se ha modificado desde
que los datos atime se actualizaron por ultima vez (mtime), o si se accedio al archivo por
ultima vez hace mas de un cierto tiempo (6 horas por defecto). El uso de la opciéon relatime
o atime optimizara los procesos de liberacion de archivos.

® Note

Si su carga de trabajo requiere una precision exacta del tiempo de acceso, puede
montar con la opcion de montaje atime. Sin embargo, hacerlo puede afectar al
rendimiento de la carga de trabajo al aumentar el trafico de red necesario para
mantener valores de tiempo de acceso precisos.

Si su carga de trabajo no requiere tiempo de acceso a metadatos, el uso de la opcidn
de montaje noatime para desactivar las actualizaciones del tiempo de acceso
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puede proporcionar una ganancia de rendimiento. Tenga en cuenta que los procesos
centrados atime como la liberacidén de archivos o la liberacién de la validez de los
datos seran imprecisos en su liberacion.

« flock — Permite el bloqueo de archivos para su sistema de archivos. Si no quiere activar el
blogueo de archivos, utilice el comando mount sin flock.

4. Compruebe que el comando de montaje se haya realizado correctamente listando el contenido
del directorio en el que ha montado el sistema de archivos, /mnt/fsx mediante el siguiente
comando.

$ 1s /fsx
import-path 1lustre
$

También puede utilizar el comando df, a continuacion.

$ df

Filesystem 1K-blocks Used Available Use% Mounted on
devtmpfs 1001808 0 1001808 0% /dev

tmpfs 1019760 0 1019760 0% /dev/shm

tmpfs 1019760 392 1019368 1% /run

tmpfs 1019760 0 1019760 0% /sys/fs/cgroup
/dev/xvdal 8376300 1263180 7113120 16% /
123.456.789.0@tcp:/mountname 3547698816 13824 3547678848 1% /fsx

tmpfs 203956 0 203956 0% /run/user/1000

Los resultados muestran el sistema de FSx archivos de Amazon montado en /fsx.

Configuracion de clientes de EFA

Utilice los siguientes procedimientos para configurar su cliente de Lustre para acceder a un sistema
de archivos FSx para Lustre mediante el Elastic Fabric Adapter (EFA).

EFA es compatible con los clientes de Lustre que ejecutan los siguientes sistemas operativos:

* Amazon Linux 2023 (AL2023)
» Red Hat Enterprise Linux (RHEL) 9.5 o posterior

» Ubuntu 22.04 o posterior con kernel version 6.8+
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El EFA es compatible con los clientes de Lustre que se indican a continuacién. Para obtener mas
informacion, consulte Instalacion del cliente de Lustre.

El EFA se admite en las instancias EC2 de Nitro v4 (o superior) que admiten EFA, excluida la familia
de instancias trn2. Consulte Tipos de instancias compatibles en la Guia del usuario de Amazon EC2.

Temas

» Paso 1: Instalar los controladores necesarios

» Paso 2: configure EFA para el cliente de Lustre

» Paso 3: interfaces de EFA

Paso 1: Instalar los controladores necesarios

(@ Note

Si utiliza una AMI de aprendizaje profundo, puede omitir este paso, ya que tanto el
controlador EFA como el controlador GPUDirect Storage (GDS) de NVIDIA vienen
preinstalados.

Instalacion del controlador EFA

Siga las instrucciones del Paso 3: instalacion del software EFA de la Guia del usuario de Amazon
EC2.

Instale el controlador GDS (opcional)

Este paso solo es necesario si planea usar GDS de NVIDIA con FSx para Lustre.
Requisitos:

* Instancia de Amazon EC2 de P5, P5e, P5en, P6 B200 o P6 de GB200

» Controlador GDS de NVIDIA, version 2.24.2 o superior

Para instalar el controlador de almacenamiento GPS de NVIDIA en su instancia de cliente

1.  Clona el repositorio GDS de NVIDIA:
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git clone https://github.com/NVIDIA/gds-nvidia-fs.git

2. Compile e instale el controlador:

cd gds-nvidia-fs/sxc/

export NVFS_MAX_PEER_DEVS=128
export NVFS_MAX_PCI_DEPTH=16
sudo -E make

sudo insmod nvidia-fs.ko

Paso 2: configure EFA para el cliente de Lustre

Para acceder a un sistema de archivos FSx para Lustre mediante una interfaz EFA, debe instalar los
modulos EFA de Lustre y configurar las interfaces EFA.

Configuracion rapida
Para configurar rapidamente su cliente Lustre
1. Conéctese a la instancia de Amazon EC2.

2. Descargue y descomprima el archivo que contiene el script de configuracion:

cuxl -0 https://docs.aws.amazon.com/fsx/latest/LustreGuide/samples/configure-efa-
fsx-lustre-client.zip
unzip configure-efa-fsx-lustre-client.zip

3. Cambie ala carpeta de configure-efa-fsx-lustre-client y ejecute el script de
configuracion:

cd configure-efa-fsx-lustre-client
sudo ./setup.sh

El script hace lo siguiente de forma automatica:

» Importa modulos de Lustre.
+ Configura las interfaces TCP y EFA.

» Crea un servicio systemd para la configuracion automatica al reiniciar.
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Para ver una lista de opciones y ejemplos de uso que puede usar con el script de setup.sh,
consulte el archivo de README . md en el archivo zip.

Administrar el servicio systemd manualmente

El archivo de servicio systemd se crea en /etc/systemd/system/configure-efa-FSx-lustre-
client.service. Los siguientes son algunos comandos utiles relacionados con systemd:

# Check status
sudo systemctl status configure-efa-fsx-lustre-client.service

# View logs
sudo journalctl -u configure-efa-fsx-lustre-client.service

# View warnings/errors from dmesg
sudo dmesg

Para obtener mas informacion, consulte el archivo de README . md en el archivo zip.
Configuracion de montaje automatico (opcional)

Para obtener mas informacién sobre el Montaje automatico del sistema de archivos de Amazon FSx
para Lustre en el arranque, consulte Montaje automatico del sistema FSx de archivos de Amazon.

Paso 3: interfaces de EFA

Cada sistema de archivos de FSx para Lustre tiene un limite maximo de 1024 conexiones EFA en
todas las instancias de cliente.

El script de configure-efa-fsx-lustre-client.sh configura automaticamente las interfaces
EFA en caracteristica del tipo de instancia.

Tipo de instancia Numero predeterminado de interfaces EFA
p6e-gb200.36xlarge 8
p6-b200.48xlarge 8
pSen.48xlarge 8
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Tipo de instancia Numero predeterminado de interfaces EFA
pSe.48xlarge 8
p5.48xlarge 8

Otras instancias con varias
tarjetas de red

Otras instancias con una sola
tarjeta de red

Cada interfaz EFA configurada en una instancia de cliente cuenta como una conexion frente al limite

de 1024 conexiones EFA cuando se conecta a un sistema de archivos FSx para Lustre.

Administracion manual de las interfaces EFA

Las instancias con mas interfaces EFA suelen admitir un mayor rendimiento. Puede personalizar la

cantidad de interfaces para optimizar el rendimiento de sus cargas de trabajo especificas, siempre y

cuando se mantenga dentro del limite total de conexiones de la EFA.

Puede administrar manualmente las interfaces EFA mediante los siguientes comandos:

1.  Vea los dispositivos EFA disponibles:

for interface in /sys/class/infiniband/*; do

if [ ! -e "$interface/device/driver" ]; then continue; fi
driver=$(basename "$(realpath "$interface/device/driver")")
if [ "$driver"” !'= "efa" ]; then continue; fi
echo $(basename $interface)

done

2. Vea las interfaces actualmente configuradas:

sudo lnetctl net show

3. Agregue una interfaz EFA:

sudo lnetctl net add --net efa --if device_name —peer-credits 32
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Sustituya device_name por un nombre de dispositivo real de la lista del paso 1.

4. Elimine una interfaz EFA:

sudo lnetctl net del --net efa --if device_name

Sustituya device_name por un nombre de dispositivo real de la lista del paso 2.

Montaje de Amazon Elastic Container Service

Puede acceder a su sistema de archivos FSx for Lustre desde un contenedor Docker de Amazon
Elastic Container Service (Amazon ECS) en una instancia de Amazon. EC2 Puede hacerlo utilizando
cualquiera de las siguientes opciones:

1. Montando su sistema de archivos FSx for Lustre desde la EC2 instancia de Amazon que aloja sus
tareas de Amazon ECS y exportando este punto de montaje a sus contenedores.

2. Montando el sistema de archivos directamente en el contenedor de tareas.

Para obtener mas informacion sobre Amazon ECS, consulte ; Qué es Amazon Elastic Container
Service? en la Guia para desarrolladores de Amazon Elastic Container Service.

Recomendamos usar la opcion 1 (Montaje desde una EC2 instancia de Amazon que aloja tareas
de Amazon ECS) porque permite un mejor uso de los recursos, especialmente si inicia muchos
contenedores (mas de cinco) en la misma EC2 instancia o si sus tareas son de corta duracion
(menos de 5 minutos).

Usa la opcién 2 (Montaje desde un contenedor de Docker) si no puedes configurar la EC2 instancia o
si tu aplicacion requiere la flexibilidad del contenedor.

@ Note

No se FSx admite el montaje de Lustre en un tipo de lanzamiento AWS Fargate.

En las siguientes secciones se describen los procedimientos de cada una de las opciones para
montar el sistema de archivos FSx for Lustre desde un contenedor de Amazon ECS.

Temas
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» Montaje desde una EC2 instancia de Amazon que aloja tareas de Amazon ECS

» Montaje desde un contenedor de Docker

Montaje desde una EC2 instancia de Amazon que aloja tareas de Amazon
ECS

Este procedimiento muestra como puede configurar una EC2 instancia de Amazon ECS para
montar localmente su sistema de archivos FSx for Lustre. El procedimiento utiliza las propiedades
del contenedor volumes y mountPoints para compartir el recurso y hacer que este sistema de
archivos sea accesible para las tareas que se ejecutan localmente. Para obtener mas informacién,
consulte Lanzamiento de una instancia de contenedor de Amazon ECS en la Guia del desarrollador
de Amazon Elastic Container Service.

Este procedimiento es para una AMI de Amazon Linux 2 optimizada para Amazon ECS. Si utiliza otra
distribucion de Linux, consulte Instalacion del cliente de Lustre.

Para montar el sistema de archivos desde Amazon ECS en una EC2 instancia

1. Allanzar instancias de Amazon ECS, ya sea manualmente o utilizando un grupo de escalado
automatico, anada las lineas del siguiente ejemplo de codigo al final del campo Datos de
usuario. Reemplace los siguientes elementos en el ejemplo:

* Reemplace file_system_dns_name con el nombre DNS real del sistema de archivos.

* Reemplace mountname con el nombre de montaje del sistema de archivos.

* Reemplace mountpoint por el punto de montaje del sistema de archivos, que debera crear.

#1/bin/bash
...<existing user data>...

fsx_dnsname=file_system dns_name

fsx_mountname=mountname

fsx_mountpoint=mountpoint

amazon-linux-extras install -y lustre

mkdir -p "$fsx_mountpoint"

mount -t lustre ${fsx_dnsnamel}etcp:/${fsx_mountname} ${fsx_mountpoint} -o
relatime, flock
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2. Al crear sus tareas de Amazon ECS, afada las siguientes propiedades de contenedor volumes
y mountPoints en la definicion JSON. Reemplace mountpoint con el punto de montaje del
sistema de archivos (como /mnt/fsx).

{
"volumes": [
{
"host": {
"sourcePath": "mountpoint"
.
"name": "Lustre"
}
1,
"mountPoints": [
{
"containerPath": "mountpoint",
"sourceVolume": "Lustre"
}
1,
}

Montaje desde un contenedor de Docker

El siguiente procedimiento muestra como puede configurar un contenedor de tareas de Amazon ECS
para instalar el lustre-client paquete y montar su sistema de archivos FSx for Lustre en él. El
procedimiento utiliza una imagen de Docker de Amazon Linux (amazonlinux), pero un enfoque
similar puede funcionar para otras distribuciones.

Para montar el sistema de archivos desde un contenedor de Docker

1. En su contenedor Docker, instale el lustre-client paquete y monte su sistema de archivos
FSx para Lustre con la propiedad. command Reemplace los siguientes elementos en el ejemplo:

* Reemplace file_system_dns_name con el nombre DNS real del sistema de archivos.
* Reemplace mountname con el nombre de montaje del sistema de archivos.

* Reemplace mountpoint con el punto de montaje del sistema de archivos.

"command": [
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"/bin/sh -c \"amazon-linux-extras install -y lustre; mount -t
lustre file_system_dns_name@tcp:/mountname mountpoint -o relatime,flock;\""

]I

2. Anada SYS_ADMIN capacidad a su contenedor para autorizarlo a montar su sistema de archivos
FSx para Lustre mediante la propiedad. 1inuxParameters

"linuxParameters": {
"capabilities": {
"add": [

"SYS_ADMIN"
]

Montaje de sistemas de FSx archivos de Amazon desde una VPC
local o interconectada

Puedes acceder al sistema de FSx archivos de Amazon de dos maneras. Una de ellas proviene
de EC2 instancias de Amazon ubicadas en una VPC de Amazon enlazada a la VPC del sistema
de archivos. La otra proviene de clientes locales que estan conectados a la VPC de su sistema de
archivos Direct Connect mediante una VPN.

Conecta la VPC del cliente y la VPC de su sistema de FSx archivos de Amazon mediante una
conexidn de emparejamiento de VPC o una pasarela de transito de VPC. Cuando utilizas una
conexidn de peering de VPC o una pasarela de transito para conectarte, las EC2 instancias de VPCs
Amazon que se encuentran en una VPC pueden acceder a los sistemas de archivos de FSx Amazon
en otra VPC, incluso si pertenecen a cuentas diferentes. VPCs

Antes de utilizar el siguiente procedimiento, debe configurar una conexion de emparejamiento de
VPC o una puerta de enlace de transito de VPC.

Una pasarela de transito es un centro de transito de red que puede utilizar para interconectar sus
redes con las locales. VPCs Para obtener mas informacién acerca del uso de puertas de enlace de
transito de VPC, consulte Introduccion a las puertas de enlace de transito en la Guia de puertas de
enlace de transito de Amazon VPC.

Una conexion de emparejamiento de VPC es una conexidn de red entre dos. VPCs Este tipo de
conexion permite enrutar el trafico entre ellas mediante direcciones privadas del Protocolo de Internet
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version 4 (IPv4) o del Protocolo de Internet version 6 (IPv6). Puede usar la interconexion de VPC
para conectarse VPCs dentro de la misma AWS regidn o entre regiones. AWS Para obtener mas
informacion sobre la conexion de emparejamiento de las VPC, consulte ; Qué es una conexion de

emparejamiento de VPC? en la Guia de conexion de emparejamiento de VPC de Amazon.

Puede montar su sistema de archivos desde fuera de su VPC utilizando la direccion IP de su interfaz
de red principal. La interfaz de red principal es la primera interfaz de red que se devuelve al ejecutar

el aws fsx describe-file-systems AWS CLI comando. También puede obtener esta direccion
IP desde la consola de administracion de Amazon Web Services.

En la siguiente tabla se muestran los requisitos de direccion IP para acceder a los sistemas de FSx
archivos de Amazon mediante un cliente que se encuentra fuera de la VPC del sistema de archivos.

Para clientes ubicados en... Acceso a los sistemas de Acceso a los sistemas de
archivos creados antes del archivos creados a partir del
17 de diciembre de 2020 17 de diciembre de 2020
Emparejado VPCs mediante Los clientes con direccion
emparejamiento de VPC o es IP dentro un rango v
AWS Transit Gateway de direcciones IP
privadas de acuerdo

Redes interconectadas con |a norma REC 1918:
mediante o Direct Connect
Site-to-Site VPN . 10.0.0.0/8 4

. 172.16.0.0/12

. 192.168.0.0/16

Si necesitas acceder a tu sistema de FSx archivos de Amazon creado antes del 17 de diciembre de
2020 mediante un rango de direcciones IP no privadas, puedes crear un nuevo sistema de archivos
restaurando una copia de seguridad del sistema de archivos. Para obtener mas informacién, consulte
Proteccion de los datos con copias de seguridad.

Para recuperar la direccion IP de la interfaz de red primaria de un sistema de archivos

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, elija Sistema de archivos.

3. Seleccione el sistema de archivos en el panel.
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4. Enla pagina de detalles del sistema de archivos, seleccione Red y seguridad.

5. En Interfaz de red, seleccione el ID de su interfaz de red elastica primaria. Al hacerlo, accederas
a la EC2 consola de Amazon.

6. En la pestana Detalles, busca la IPv4 IP privada principal. Esta es la direccion IP de su interfaz
de red principal.

® Note

No puedes usar la resolucion de nombres del Sistema de nombres de dominio (DNS)
al montar un sistema de FSx archivos de Amazon desde fuera de la VPC a la que esta
asociado.

Montaje automatico del sistema FSx de archivos de Amazon

Puedes actualizar el /etc/fstab archivo de tu EC2 instancia de Amazon después de conectarte a
la instancia por primera vez para que monte tu sistema de FSx archivos de Amazon cada vez que se
reinicie.

Usando /etc/fstab para montar Lustre automaticamente FSx

Para montar automaticamente el directorio del sistema de FSx archivos de Amazon cuando la
EC2 instancia de Amazon se reinicie, puedes usar el fstab archivo. El archivo fstab contiene
informacion sobre los sistemas de archivos. El comando mount -a, que se ejecuta durante el
startup de la instancia, monta los sistemas de archivos enumerados en el archivo fstab.

(® Note

* Antes de poder actualizar el /etc/fstab archivo de la EC2 instancia, asegurate de que
ya has creado el sistema de FSx archivos de Amazon. Para obtener mas informacion,
consulte Paso 1: crear un sistema de archivos FSx para Lustre en el Ejercicio de

introduccion.

+ Para los sistemas de archivos compatibles con EFA, la configuracion de systemd es un
requisito previo. Para obtener mas informacién, consulte Configuracion rapida.
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Para actualizar el archivo /etc/fstab de tu instancia EC2

1. Conéctese a su EC2 instancia y abra el /etc/fstab archivo en un editor.

2. Anada la linea siguiente al archivo /etc/fstab.

Monte el sistema de archivos Amazon FSx for Lustre en el directorio que cred. Utilice el
siguiente comando y sustituya lo siguiente:

» /fsxSustitiyalo por el directorio en el que desee montar el sistema de FSx archivos de
Amazon.

* Reemplace file_system_dns_name con el nombre DNS real del sistema de archivos.

* Reemplace mountname con el nombre de montaje del sistema de archivos. Este nombre de
montaje es devuelto en la respuesta de la operacion APl CreateFileSystem. También se
devuelve en la respuesta al describe-file-systems AWS CLI comando y en la operacion de la
DescribeFileSystems API.

Para sistemas de archivos no compatibles con EFA:

file_system_dns_name@tcp:/mountname /fsx lustre defaults,relatime,flock,_netdev, x-
systemd.automount, x-systemd.requires=network.service 0 0

Para sistemas de archivos compatibles con EFA:

file_system_dns_name@tcp:/mountname /fsx lustre defaults,relatime,flock,_netdev, x-
systemd.automount, x-systemd.requires=configure-efa-fsx-lustre-client.service, x-
systemd.after=configure-efa-fsx-lustre-client.service 0 0

/A Warning

Use la opcidon _netdev, empleada para identificar los sistemas de archivos de red,
cuando monte su sistema de archivos automaticamente. Si falta, _netdev es posible
que la EC2 instancia deje de responder. Este resultado se debe a que los sistemas de
archivos de red se deben inicializar después de que la instancia de procesamiento inicia
sus redes. Para obtener mas informacion, consulte Se produce un error de montaje
automatico y la instancia no responde.

3. Guarde los cambios en el archivo.
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La EC2 instancia ahora esta configurada para montar el sistema de FSx archivos de Amazon cada

vez que se reinicie.

@ Note

En algunos casos, es posible que la EC2 instancia de Amazon deba iniciarse
independientemente del estado del sistema de FSx archivos de Amazon montado. En estos
casos, agregue la opcion nofail ala entrada de su sistema de archivos en el archivo /

etc/fstab.

Los campos de la linea de cédigo que ha agregado al archivo /etc/fstab hacen lo siguiente.

Campo
file_syst
em_dns_na
me @tcp:/
mountname
/fsx
lustre

mount options

Description (Descripcion)

El nombre DNS de tu sistema de FSx archivos de Amazon, que
identifica el sistema de archivos. Puede obtener este nombre desde la
consola o mediante programacién desde el SDK AWS CLI o desde un
AWS SDK.

El nombre de montaje para el sistema de archivos. Puede obtener
este nombre de la consola o mediante programacion mediante el
describe-file-systems comando o la AWS API o el SDK AWS CLI
mediante la operacion. DescribeFileSystems

El punto de montaje del sistema de FSx archivos de Amazon en tu
EC2 instancia.

El tipo de sistema de archivos, Amazon FSx.

Opciones de montaje para el sistema de archivos, presentadas como
una lista separada por comas de las siguientes opciones:

» defaults - Este valor indica al sistema operativo que utilice las
opciones de montaje por defecto. Puede listar las opciones de
montaje por defecto después de que el sistema de archivos haya
sido montado viendo la salida del comando mount.

* relatime - Esta opcién mantiene los datos atime (tiempos
de acceso al inodo), pero no para cada vez que se accede a un
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Campo

x-systemd
.automount, x-
systemd.requir
es=networ
k.service

Description (Descripcion)

archivo. Con esta opcion activada, atime los datos se escriben en
el disco solo si el archivo ha sido modificado desde que los datos
atime se actualizaron por ultima vez (mtime), o si se accedio al
archivo por ultima vez hace mas de un cierto tiempo (un dia por
defecto). Si desea desactivar las actualizaciones del tiempo de
acceso al inodo, utilice la opcién de montaje noatime.

* flock — monta tu sistema de archivos con el bloqueo de archivos
activado. Si no desea habilitar el bloqueo de archivos, use la opcién
de montaje noflock en su lugar.

* _netdev - el valor indica al sistema operativo que el sistema de
archivos reside en un dispositivo que requiere acceso a la red. Esta
opcién impide que la instancia monte el sistema de archivos hasta
que se haya habilitado la red en el cliente.

Estas opciones para sistemas de archivos no compatibles con EFA
garantizan que el montador automatico no se ejecute hasta que la
conectividad de red esté en linea.

(® Note

Para Amazon Linux 2023 y Ubuntu 22.04 o posteriores, use la
opcion x-systemd.requires=systemd-networkd-
wait-online.service en lugar de la opcion x -
systemd.requires=network.service
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Campo Description (Descripcion)

x-systemd Estas opciones para los sistemas de archivos compatibles con EFA
.automount, x- garantizan que el montador automatico no se ejecute hasta que se
systemd.requir complete la configuracién del cliente de EFA.

es=configure-
efa-fsx-lustre-
client.service, x-
systemd.a
fter=configure-
efa-fsx-lustre-
client.service

0 Un valor que indica si el sistema de archivos debe ser respaldado por
dump. En el caso de Amazon FSx, este valor deberia ser@.

0 Valor que indica el orden en el que fsck comprueba los sistemas de
ficheros en el arranque. En el caso de los sistemas de FSx archivos
de Amazon, este valor debe @ indicar que no se fsck deben ejecutar
al inicio.

Montaje de conjuntos de archivos especificos

Al usar la caracteristica de conjuntos de archivos de Lustre, puede montar solo un subconjunto del
espacio de nombres del sistema de archivos, que se denomina conjunto de archivos. Para montar

un conjunto de archivos del sistema de archivos, en el cliente se especifica la ruta del subdirectorio
después del nombre del sistema de archivos. El montaje de un conjunto de archivos (también
llamado montaje de subdirectorio) limita la visibilidad del espacio de nombres del sistema de archivos
en un cliente especifico.

Ejemplo: montar un conjunto de archivos de Lustre

1. Suponga que tiene un sistema de archivos FSx para Lustre con los siguientes directorios:

teaml/datasetl/
team2/dataset2/

Montaje de conjuntos de archivos especificos 194



FSx para Lustre Guia del usuario de Lustre

2. Solo debe montar el conjunto de archivos teaml/datasetl, haciendo solo esta parte del
sistema de archivos visible localmente en el cliente. Utilice el siguiente comando y sustituya los
siguientes elementos:

* Reemplace file_system_dns_name con el nombre DNS real del sistema de archivos.

* Reemplace mountname con el nombre de montaje del sistema de archivos. Este nombre de
montaje es devuelto en la respuesta de la operacion APl CreateFileSystem. También se
devuelve en la respuesta del describe-file-systems AWS CLI comando y en |la operacion de la
DescribeFileSystemsAPI.

mount -t lustre file_system_dns_name@tcp:/mountname/teaml/datasetl /fsx

Cuando use la caracteristica del conjunto de archivos de Lustre, tenga en cuenta lo siguiente:

* No hay restricciones que impidan a un cliente volver a montar el sistema de archivos utilizando un
conjunto de archivos diferente, o ningun conjunto de archivos.

« Al usar un conjunto de archivos, es posible que algunos comandos administrativos de Lustre que
requieren acceso al directorio de . lustre/ no funcionen, como el comando 1fs fid2path.

« Si tiene previsto montar varios subdirectorios del mismo sistema de archivos en el mismo host,
tenga en cuenta que esto consume mas recursos que un unico punto de montaje, y podria ser mas
eficiente montar el directorio raiz del sistema de archivos solo una vez.

Para obtener mas informacién sobre la caracteristica de conjunto de archivos de Lustre, consulte el
Manual de operaciones de Lustre en el sitio web de documentacion de Lustre.

Desmontaje de sistemas de archivos

Antes de eliminar un sistema de archivos FSx para Lustre, asegurese de que esté desmontado de
todas las EC2 instancias de Amazon que lo hayan montado y, antes de cerrar o terminar cualquier
instancia de EC2 Amazon, asegurese de que cualquier sistema de archivos FSx montado para
Lustre esté desmontado de esa instancia.

FSx en el caso de Lustre, los servidores otorgan bloqueos temporales de archivos y directorios a
los clientes durante 1/O las operaciones, y los clientes deben responder con prontitud cuando los
servidores les pidan que liberen sus bloqueos para desbloquear las operaciones. /O operations from
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other clients. If clients become non-responsive, they may be forcefully evicted after several minutes to
allow other clients to proceed with their requested 1/0 Para evitar estos periodos de espera, siempre
debe desmontar el sistema de archivos de las instancias cliente antes de cerrarlas o cerrarlas, y
antes de FSx eliminarlas en el caso de los sistemas de archivos de Lustre.

Puedes desmontar un sistema de archivos en tu EC2 instancia de Amazon ejecutando el umount
comando en la propia instancia. No puedes desmontar un sistema de FSx archivos de Amazon a
través de AWS CLI Consola de administracion de AWS, el o a través de ninguno de los AWS SDKs.
Para desmontar un sistema de FSx archivos de Amazon conectado a una EC2 instancia de Amazon
que ejecute Linux, utilice el siguiente umount comando:

umount /mnt/fsx

Le recomendamos que no especifique las demas opciones umount. Evite la configuracion de otras
opciones umount que sean diferentes de los valores predeterminados.

Puedes comprobar que tu sistema de FSx archivos de Amazon se ha desmontado ejecutando el
df comando. Este comando muestra las estadisticas de uso del disco de los sistemas de archivos
montados actualmente en la instancia de Amazon EC2 basada en Linux. Si el sistema de FSx
archivos de Amazon que deseas desmontar no aparece en el resultado del df comando, significa
que el sistema de archivos esta desmontado.

Example — Identificar el estado de montaje de un sistema de FSx archivos de Amazon y
desmontarlo

$ df -T
Filesystem Type 1K-blocks Used Available Use% Mounted on
file-system-id.fsx.aws-region.amazonaws.com@tcp:/mountname /fsx 3547708416 61440
3547622400 1% /fsx

/dev/sdal ext4 8123812 1138920 6884644 15% /

$ umount /fsx

$ df -T

Filesystem Type 1K-blocks Used Available Use% Mounted on
/dev/sdal ext4 8123812 1138920 6884644 15% /
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Como trabajar con Amazon EC2 Spot Instances

FSx for Lustre se puede utilizar con instancias EC2 puntuales para reducir considerablemente EC2
los costes de Amazon. Una instancia puntual es una EC2 instancia no utilizada que esta disponible
por un precio inferior al precio bajo demanda. Amazon EC2 puede interrumpir su instancia puntual
cuando el precio puntual supere su precio maximo, cuando la demanda de instancias puntuales
aumente o cuando disminuya la oferta de instancias puntuales.

Cuando Amazon EC2 interrumpe una instancia puntual, proporciona un aviso de interrupcion de la
instancia puntual, que avisa a la instancia de dos minutos antes de que Amazon la EC2 interrumpa.
Para obtener mas informacién, consulte Spot Instances en la Guia del EC2 usuario de Amazon.

Para garantizar que los sistemas de FSx archivos de Amazon no se vean afectados por las
interrupciones de las instancias EC2 puntuales, recomendamos desmontar los sistemas de archivos
de FSx Amazon antes de finalizar o EC2 hibernar las instancias puntuales. Para obtener mas
informacion, consulte Desmontaje de sistemas de archivos.

Gestion de las interrupciones de Amazon EC2 Spot Instance

FSx for Lustre es un sistema de archivos distribuido en el que las instancias de servidor y cliente
cooperan para proporcionar un sistema de archivos fiable y de alto rendimiento. Mantienen un
estado distribuido y coherente en las instancias del cliente y del servidor. FSx en el caso de Lustre,
los servidores delegan los permisos de acceso temporal a los clientes mientras estos se ocupan
activamente de almacenar en caché I/O los datos del sistema de archivos. Se espera que los clientes
respondan en un corto periodo de tiempo cuando los servidores les soliciten revocar sus permisos de
acceso temporal. Para proteger el sistema de archivos de clientes malintencionados, los servidores
pueden expulsar a los clientes de Lustre que no respondan después de unos minutos. Para evitar
tener que esperar varios minutos para que un cliente que no responde responda a la solicitud del
servidor, es importante desmontar los Lustre clientes sin problemas, especialmente antes de cerrar
las instancias puntuales. EC2

EC2 Spot envia las notificaciones de terminacidén con 2 minutos de antelacion antes de cerrar una
instancia. Le recomendamos que automatice el proceso de desmontaje limpio de los Lustre clientes
antes de cerrar las instancias puntuales. EC2
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Example — Secuencia de comandos para desmontar de forma limpia las instancias puntuales que
estan finalizando EC2

Este script de ejemplo desmonta de forma limpia las instancias puntuales que terminan haciendo lo
EC2 siguiente:

* Vigila los avisos de terminacion de Spot.
» Cuando recibe un aviso de terminacion:
» Detiene las aplicaciones que estén accediendo al sistema de archivos.

* Desmonta el sistema de archivos antes de finalizar la instancia.

Puede adaptar el script como necesite, especialmente para cerrar su aplicacion de manera
adecuada. Para obtener mas informacion sobre las practicas recomendadas para gestionar las
interrupciones de las instancias puntuales, consulte Practicas recomendadas para gestionar las
interrupciones de las instancias puntuales. EC2

#!/bin/bash

# TODO: Specify below the FSx mount point you are using
*FSXPATH=/fsx*

cd /

TOKEN=$(curl -s -X PUT "http://169.254.169.254/latest/api/token" -H "X-aws-ec2-
metadata-token-ttl-seconds: 21600")
if [ "$?" -ne @ ]; then
echo "Error running 'curl' command" >&2
exit 1
fi

# Periodically check for termination
while sleep 5
do

HTTP_CODE=$(curl -H "X-aws-ec2-metadata-token: $TOKEN" -s -w %{http_code} -o /dev/
null http://169.254.169.254/1atest/meta-data/spot/instance-action)

if [[ "$HTTP_CODE" -eq 4@1 1] ; then
# Refreshing Authentication Token
TOKEN=$(curl -s -X PUT "http://169.254.169.254/latest/api/token" -H "X-aws-ec2-
metadata-token-ttl-seconds: 30")
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continue

elif [[ "$HTTP_CODE" -ne 200 ]] ; then
# If the return code is not 200, the instance is not going to be interrupted
continue

fi

echo "Instance is getting terminated. Clean and unmount '$FSXPATH' ..."

curl -H "X-aws-ec2-metadata-token: $TOKEN" -s http://169.254.169.254/latest/meta-
data/spot/instance-action

echo

# Gracefully stop applications accessing the filesystem
#
# TODO*: Replace with the proper command to stop your application if possible*

# Kill every process still accessing Lustre filesystem

echo "Kill every process still accessing Lustre filesystem..."
fuser -kMm -TERM "${FSXPATH}"; sleep 2

fuser -kMm -KILL "${FSXPATH}"; sleep 2

# Unmount FSx For Lustre filesystem

if ! umount -c "${FSXPATH}"; then
echo "Error unmounting '$FSXPATH'. Processes accessing it:" >&2
lsof "${FSXPATH}"

echo "Retrying..."
continue

fi

# Start a graceful shutdown of the host
shutdown now

done
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Administracion de sistemas de archivos

FSx para Lustre proporciona un conjunto de caracteristicas que simplifican el rendimiento de las
tareas administrativas. Estas incluyen la capacidad de realizar copias de seguridad en un momento
dado, administrar las cuotas de almacenamiento del sistema de archivos, administrar la capacidad
de rendimiento y almacenamiento, administrar la compresion de datos y establecer periodos de
mantenimiento para realizar parches de software rutinarios en el sistema.

Puede administrar sus sistemas de archivos de FSx para Lustre mediante la consola de
administracion de Amazon FSx, AWS Command Line Interface (AWS CLI), la APl de Amazon FSx o
los SDK AWS.

Temas

« Como trabajar con sistemas de archivos compatibles con EFA

* Uso de cuotas de almacenamiento de Lustre

* Administracion de la capacidad de almacenamiento

* Administracion de la caché de lectura SSD aprovisionada

* Administracion del rendimiento de los metadatos

* Administrar la capacidad de rendimiento aprovisionada

» compresion de datos de Lustre

* Root squash de Lustre

» Estado del sistema de archivos de FSx para Lustre

» Etiquetar los recursos de Amazon FSx para Lustre

* Periodos de mantenimiento de Amazon FSx para Lustre

* Administracion de versiones de Lustre

* Eliminacién de un sistema de archivos

Como trabajar con sistemas de archivos compatibles con EFA

Si va a crear un sistema de archivos con una capacidad GBps de rendimiento superior al 10%, le
recomendamos que habilite Elastic Fabric Adapter (EFA) para optimizar el rendimiento por instancia
de cliente. La EFA es una interfaz de red de alto rendimiento que utiliza una técnica de elusion del
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sistema operativo personalizada y el protocolo de red AWS Scalable Reliable Datagram (SRD) para
aumentar el rendimiento. Para obtener informacion sobre EFA, consulte el adaptador Elastic Fabric
para cargas Al/ML de trabajo de HPC en Amazon en EC2 la Guia del usuario de Amazon EC2 .

Los sistemas de archivos compatibles con EFA admiten dos funciones de rendimiento adicionales:
GPUDirect Storage (GDS) y ENA Express. La compatibilidad con GDS se basa en el EFA para
mejorar aun mas el rendimiento al permitir la transferencia directa de datos entre el sistema de
archivos y la memoria de la GPU, sin pasar por la CPU. Esta ruta directa elimina la necesidad de
copias de memoria redundantes y la intervencion de la CPU en las operaciones de transferencia de
datos. Con la compatibilidad con EFA y GDS, puede lograr un mayor rendimiento en las instancias
de cliente individuales compatibles con EFA. ENA Express proporciona una comunicacion de red
optimizada para EC2 las instancias de Amazon mediante un algoritmo avanzado de seleccién de
rutas y un mecanismo de control de congestion mejorado. Con la compatibilidad con ENA Express,
puede lograr un mayor rendimiento en las instancias de cliente individuales compatibles con ENA
Express. Para obtener informacién sobre ENA Express, consulte Mejorar el rendimiento de la red
entre EC2 instancias con ENA Express en la Guia del EC2 usuario de Amazon.

Temas

» Consideraciones a la hora de utilizar sistemas de archivos compatibles con EFA

» Requisitos previos para utilizar sistemas de archivos compatibles con EFA

« Como crear un sistema de archivos compatibles con EFA

Consideraciones a la hora de utilizar sistemas de archivos compatibles con
EFA

Estos son algunos elementos importantes que se deben tener en cuenta al crear sistemas de
archivos compatibles con EFA:

» Multiples opciones de conectividad: los sistemas de archivos compatibles con EFA pueden
comunicarse con las instancias de los clientes mediante ENA, ENA Express y EFA.

» Tipo de implementacion: el EFA es compatible con los sistemas de archivos Persistent 2 con una
configuracion de metadatos especificada, incluidos los sistemas de archivos que utilizan la clase
de almacenamiento Intelligent-Tiering.

 Actualizacion de la configuracion de EFA: puede optar por habilitar la EFA al crear un nuevo
sistema de archivos, pero no puede habilitar ni deshabilitar la EFA en un sistema de archivos
existente.
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» Escalado del rendimiento con la capacidad de almacenamiento: puede escalar la capacidad de
almacenamiento en un sistema de archivos basado en SSD compatible con EFA para aumentar
la capacidad de rendimiento, pero no puede cambiar el nivel de rendimiento de un sistema de
archivos compatible con EFA.

» Regiones de AWS: Para obtener una lista de Regiones de AWS los sistemas de archivos
Persistent 2 compatibles con EFA, consulte. Disponibilidad del tipo de implementacion

Requisitos previos para utilizar sistemas de archivos compatibles con EFA

A continuacion se indican los requisitos previos para utilizar sistemas de archivos compatibles con
EFA:

Para crear un sistema de archivos compatible con EFA:

* Preparacién de un grupo de seguridad compatibles con EFA Para obtener mas informacion,
consulte Grupos de seguridad compatibles con EFA.

« Utilice la misma zona de disponibilidad y /16 CIDR que las instancias de cliente compatibles con
EFA en su Amazon VPC.

* En los sistemas de archivos Intelligent-Tiering, el EFA solo se admite con una capacidad de
procesamiento de 4000 o incrementos de 4000. MBps MBps
Para acceder con el sistema de archivos mediante Elastic Fabric Adapter (EFA):

« Ultilice instancias Nitro v4 (o superior) que admitan EFA, excepto la familia de EC2 instancias trn2.
Consulta los tipos de instancias compatibles en la Guia del EC2 usuario de Amazon.

» Ejecuta AL2 023, RHEL 9.5 y versiones posteriores, o Ubuntu 22+ con la version de kernel 6.8 o
posterior. Para obtener mas informacion, consulte Instalacion del cliente de Lustre.

+ Instale los mdédulos EFA y configure las interfaces EFA en las instancias de sus clientes. Para
obtener mas informacion, consulte Configuracion de clientes de EFA.

Para acceder al sistema de archivos mediante el GPUDirect almacenamiento (GDS):

» Utilice una instancia de cliente Amazon EC2 P5, P5e, P5en, P6-B200 o P6e- 00. GB2

* Instale el paquete NVIDIA Compute Unified Device Architecture (CUDA), el controlador NVIDIA de
cddigo abierto y el controlador de almacenamiento NVIDIA en la instancia de cliente. GPUDirect
Para obtener mas informacién, consulte Instale el controlador GDS (opcional).
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Para acceder al sistema de archivos mediante ENA Express:

» Usa EC2 instancias de Amazon compatibles con ENA Express. Consulta los tipos de instancias
compatibles con ENA Express en la Guia del EC2 usuario de Amazon.

» Actualizacion de las configuraciones para la instancia de Linux. Consulte los requisitos previos
para las instancias de Linux en la Guia del EC2 usuario de Amazon.

» Habilite ENA Express en las interfaces de red de las instancias de su cliente. Para obtener mas
informacion, consulta Revisa la configuracion de ENA Express para tu EC2 instancia en la Guia del
EC2 usuario de Amazon.

Como crear un sistema de archivos compatibles con EFA

Esta seccion contiene instrucciones sobre como crear un sistema de archivos compatible con EFA
FSx para Lustre utilizando el. AWS CLI Para obtener informacion sobre como crear un sistema
de archivos compatible con EFA mediante la FSx consola de Amazon, consulte. Paso 1: crear un

sistema de archivos FSx para Lustre

Para crear un sistema de archivos compatibles con EFA (CLI)

Utilice el comando create-file-systemCLI (o la operacion CreateFileSystemAPI equivalente).
El siguiente ejemplo crea un sistema de archivos compatible con EFA FSx para Lustre con un
PERSISTENT_2 tipo de implementacion.

aws fsx create-file-system\
--storage-capacity 4800 \
--storage-type SSD \
--file-system-type LUSTRE \
--file-system-type-version 2.15 \
--subnet-ids subnet-01234567890 \
--security-group-ids sg-0123456789abcdefg \
--lustre-configuration '{"DeploymentType": "PERSISTENT_2", "EfaSuppoxrt": true}'

Tras crear correctamente el sistema de archivos, Amazon FSx devuelve la descripcion del sistema
de archivos en formato JSON.

Uso de cuotas de almacenamiento de Lustre

Puede crear cuotas de almacenamiento para usuarios, grupos y proyectos en los sistemas de
archivos de FSx para Lustre. Con las cuotas de almacenamiento, podra limitar la cantidad de
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espacio en disco y el numero de archivos que puede consumir un usuario, grupo o proyecto. Las
cuotas de almacenamiento registran automaticamente el uso a nivel de usuario, grupo y proyecto
para que pueda supervisar el consumo independientemente de si decide establecer limites de
almacenamiento o no.

Amazon FSx impone cuotas e impide que los usuarios que las hayan superado escriban en el
espacio de almacenamiento. Cuando los usuarios superan sus cuotas, deben eliminar suficientes
archivos para quedar por debajo de los limites de cuota y poder escribir de nuevo en el sistema de
archivos.

Temas

« Cumplimiento de cuotas

» Tipos de cuotas

» Limites de cuota y periodos de gracia

« Como establecer y ver las cuotas

» Cuotas y buckets vinculados de Amazon S3

» Cuotas y restauracion de copias de seguridad

Cumplimiento de cuotas

La aplicacion de cuotas de usuario, grupo y proyecto se activa automaticamente en todos los
sistemas de archivos de FSx para Lustre. No se puede deshabilitar la aplicacion de cuotas.

Tipos de cuotas

Los administradores del sistema con credenciales de usuario raiz de la cuenta AWS pueden crear los
siguientes tipos de cuotas:

» Una cuota de usuario se aplica a un usuario individual. La cuota de un usuario especifico puede
ser diferente de las cuotas de otros usuarios.
» Una cuota de grupo se aplica a todos los usuarios que son miembros de un grupo especifico.

» Una cuota de proyecto se aplica a todos los archivos o directorios asociados a un proyecto. Un
proyecto puede incluir varios directorios o archivos individuales ubicados en diferentes directorios
dentro de un sistema de archivos.
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® Note

Las cuotas de proyecto solo se admiten en Lustre version 2.15 den los sistemas de
archivos de FSx para Lustre.

» Una cuota de bloques limita la cantidad de espacio en disco que puede consumir un usuario, un
grupo o un proyecto. El tamafo de almacenamiento se configura en kilobytes.

« Una cuota de inodos limita la cantidad de archivos o directorios que puede crear un usuario, un
grupo o un proyecto. El numero maximo de inodos se configura como un numero entero.

® Note

No se admiten las cuotas por defecto.

Si establece cuotas para un usuario concreto y un grupo, y el usuario es miembro de ese grupo, el
uso de datos del usuario se aplica a ambas cuotas. También esta limitado por ambas cuotas. Si se
alcanza alguno de los limites de cuota, el usuario no podra escribir en el sistema de archivos.

(@ Note

Las cuotas establecidas para el usuario raiz no se aplican. Del mismo modo, escribir datos
como usuario raiz usando el comando sudo evita la aplicacion de la cuota.

Limites de cuota y periodos de gracia

Amazon FSx aplica las cuotas de usuarios, grupos y proyectos como un limite estricto o flexible con
un periodo de gracia configurable.

El limite estricto es el limite absoluto. Si los usuarios superan su limite estricto, se produce un error
en la asignacion de bloques o inodos y aparece el mensaje de que Se ha superado la cuota de disco.
Los usuarios que hayan alcanzado su limite maximo de cuota deben eliminar suficientes archivos

o directorios como para superar el limite de cuota antes de poder volver a escribir en el sistema de
archivos. Cuando se establece un periodo de gracia, los usuarios pueden superar el limite flexible
dentro del periodo de gracia si estan por debajo del limite estricto.
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En el caso de los limites flexibles, se configura un periodo de gracia en segundos. El limite flexible
debe ser menor que el limite estricto.

Puede establecer diferentes periodos de gracia para las cuotas de inodo y de bloque. También
puede establecer diferentes periodos de gracia para una cuota de usuario, una cuota de grupo y
una cuota de proyecto. Cuando las cuotas de usuario, grupo y proyecto tienen periodos de gracia
diferentes, el limite flexible se transforma en limite estricto una vez transcurrido el periodo de gracia
de cualquiera de estas cuotas.

Cuando los usuarios superan un limite flexible, Amazon FSx les permite seguir superando su cuota
hasta que haya transcurrido el periodo de gracia o hasta que se alcance el limite estricto. Una vez
finalizado el periodo de gracia, el limite flexible se convierte en limite estricto y los usuarios no
pueden realizar ninguna otra operacion de escritura hasta que su consumo de almacenamiento
vuelva a ser inferior a los limites de cuota de bloques o de inodos definidos. Los usuarios no reciben
ninguna notificacién o advertencia cuando comienza el periodo de gracia.

Como establecer y ver las cuotas

Establece cuotas de almacenamiento mediante los comandos 1fs del sistema de archivos de Lustre
en la terminal de Linux. El comando 1fs setquota establece limites de cuota, y el comando 1fs
qguota muestra informacion de cuota.

Para obtener mas informacién sobre los comandos de cuota de Lustre, consulte el manual de
operaciones de Lustre en el sitio web de documentacion de Lustre.

Establecer cuotas de usuario, grupo y proyecto

La sintaxis del comando setquota para establecer las cuotas de usuarios, grupos o proyectos es la
siguiente.

1fs setquota {-u|--user|-g|--group|-p|--project} username|groupname|projectid
[-b block_softlimit] [-B block_hardlimit]
[-1 inode_softlimit] [-I inode_hardlimit]
/mount_point

Donde:

* -u 0 --user especifica un usuario para establecerle una cuota.
* -g 0 --group especifica un grupo para establecerle una cuota.

* -p o --project especifica un proyecto para establecerle una cuota.
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» -b establece una cuota por bloques con un limite flexible. -B establece una cuota de bloques con
un limite estricto. Tanto block_softlimit como block_hardlimit se expresan en kilobytes y
el valor minimo es 1024 KB.

» -1 establece una cuota de inodos con un limite flexible. -1 establece una cuota de inodos con un
limite estricto. Tanto inode_softlimit como inode_hardlimit se expresan en nimero de
inodos y el valor minimo es de 1024 inodos.

* mount_point es el directorio en el que se monto el sistema de archivos.

Ejemplo de cuota de usuario: el siguiente comando establece un limite de 5000 KB de bloques
flexibles, un limite de 8000 KB de bloques estrictos, un limite de 2000 inodos flexibles y un limite de
3000 inodos estrictos para userl en el sistema de archivos montado en /mnt/fsx.

sudo 1fs setquota -u userl -b 5000 -B 8000 -i 2000 -I 3000 /mnt/fsx

Ejemplo de cuota de grupo: el siguiente comando establece un limite de bloques estrictos de 100 000
KB para el grupo llamado groupl en el sistema de archivos montado en /mnt/fsx.

sudo 1fs setquota -g groupl -B 100000 /mnt/fsx

Ejemplo de cuota de proyecto: en primer lugar, asegurese de haber utilizado el comando project
para asociar los archivos y directorios deseados al proyecto. Por ejemplo, el siguiente comando
asocia todos los archivos y subdirectorios del directorio /mnt/fsxfs/dirl al proyecto cuyo
identificador de proyecto es 100.

sudo 1fs project -p 100 -r -s /mnt/fsxfs/dirl

Luego, utilice el comando setquota para establecer la cuota del proyecto. El siguiente comando
establece un limite de bloques flexibles de 307 200 KB, un limite de bloques estrictos de 309 200 KB,
un limite de inodos flexibles de 10 000 y un limite de inodos estrictos de 11 000 para el proyecto 250
en el sistema de archivos montado en /mnt/fsx.

sudo 1fs setquota -p 250 -b 307200 -B 309200 -i 10000 -I 11000 /mnt/fsx

Establecer periodos de gracia

El periodo de gracia predeterminado es de una semana. Puede ajustar el periodo de gracia
predeterminado para los usuarios, grupos o proyectos mediante la siguiente sintaxis.

Cdmo establecer y ver las cuotas 207



FSx para Lustre Guia del usuario de Lustre

1fs setquota -t {-ul|-g|-p}
[-b block_gracel
[-i inode_grace]
/mount_point

Donde:

» -t indica que se establecera un periodo de gracia.

« -u establece un periodo de gracia para todos los usuarios.
+ -g establece un periodo de gracia para todos los grupos.

» -p establece un periodo de gracia para todos los proyectos.

» -b establece un periodo de gracia para las cuotas en bloque. -i establece un periodo de gracia
para las cuotas de inodos. Tanto block_grace como inode_grace se expresan en segundos
enteros o en el formato XXwXXdXXhXXmXXs.

* mount_point es el directorio en el que se monto el sistema de archivos.

El siguiente comando establece periodos de gracia de 1000 segundos para las cuotas de bloqueo de
usuarios y de 1 semana y 4 dias para las cuotas de inodos de usuarios.

sudo 1fs setquota -t -u -b 1000 -i 1lw4d /mnt/fsx

Visualizacion de las cuotas

El comando quota muestra informacion sobre las cuotas de usuario, las cuotas de grupo, las cuotas
de proyectos y los periodos de gracia.

Ver comando de cuotas Se muestra informacion de
cuota
1fs quota /mount_point Informacién general de cuota

(uso y limites de disco) para
el usuario que ejecuta el
comando y el grupo primario
del usuario.

1fs quota -u username /mount_point Informacion general sobre las
cuotas de un usuario especific
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Ver comando de cuotas

1fs quota -u username -v /mount_point

1fs quota -g groupname /mount_point

1fs quota -p projectid /mount_point

Se muestra informacién de
cuota

0. Los usuarios con credencia
les de usuario raiz de la
cuenta AWS pueden ejecutar
este comando para cualquier
usuario, pero los usuarios
gue no son raiz no pueden
ejecutar este comando para
obtener informacioén sobre las
cuotas de otros usuarios.

Informacién general de cuotas
para un usuario especifico

y estadisticas detalladas de
cuotas para cada destino de
almacenamiento de objetos
(OST) y destino de metadatos
(MDT). Los usuarios con
credenciales de usuario raiz
de la cuenta AWS pueden
ejecutar este comando para
cualquier usuario, pero los
usuarios que no son raiz

no pueden ejecutar este
comando para obtener
informacion sobre las cuotas
de otros usuarios.

Informacion general sobre
cuotas para un grupo especific
0.

Informacion general sobre
cuotas para un proyecto
especifico.
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Ver comando de cuotas Se muestra informacion de
cuota

1fs quota -t -u /mount_point Tiempos de gracia de bloque
e inodo para cuotas de
usuario.

1fs quota -t -g /mount_point Tiempos de gracia de bloque

e inodo para cuotas de grupo.

1fs quota -t -p /mount_point Tiempos de gracia de bloque
e inodo para cuotas de
proyecto.

Cuotas y buckets vinculados de Amazon S3

Puede vincular su sistema de archivos de FSx para Lustre a un repositorio de datos de Amazon S3.
Para obtener mas informacion, consulte Vincular el sistema de archivos a un bucket de Amazon S3.

Puede elegir opcionalmente una carpeta o prefijo especifico dentro de un bucket S3 vinculado como
ruta de importacién a su sistema de archivos. Cuando se especifica una carpeta en Amazon S3 y se
importa a su sistema de archivos desde S3, solo los datos de esa carpeta se aplican a la cuota. Los
datos de todo el bucket no se tienen en cuenta para los limites de cuota.

Los metadatos de archivo de un bucket de S3 vinculado se importan a una carpeta con una
estructura que coincide con la carpeta importada desde Amazon S3. Estos archivos cuentan para las
cuotas de inodos de los usuarios y grupos propietarios de los archivos.

Cuando un usuario realiza una hsm_restore o carga diferida de un archivo, el tamafo completo del
archivo cuenta para la cuota de bloque asociada al propietario del archivo. Por ejemplo, si el usuario
A carga de forma diferida un archivo que es propiedad del usuario B, la cantidad de almacenamiento
y el uso de inodos se tienen en cuenta para la cuota del usuario B. Del mismo modo, cuando un
usuario utiliza la APl de Amazon FSx para liberar un archivo, los datos se liberan de las cuotas de
bloque del usuario o grupo propietario del archivo.

Dado que las restauraciones HSM y la carga diferida se realizan con acceso raiz, eluden la
aplicacidon de cuotas. Una vez importados, los datos se incluyen en el usuario o grupo en funcion de
la propiedad establecida en S3, lo que puede hacer que los usuarios 0 grupos superen sus limites
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de bloques. Si esto ocurre, deberan liberar los archivos para poder volver a escribir en el sistema de
archivos.

Del mismo modo, los sistemas de archivos con la importacién automatica habilitada crearan
automaticamente nuevos inodos para los objetos anadidos a S3. Estos nuevos inodos se crean con
acceso raiz y eluden la aplicacion de cuotas mientras se crean. Estos nuevos inodos contaran para
los usuarios y grupos, basandose en quién es el propietario del objeto en S3. Si esos usuarios y
grupos exceden sus cuotas de inodos basandose en la actividad de importacién automatica, tendran
que eliminar archivos para liberar capacidad adicional y situarse por debajo de sus limites de cuota.

Cuotas y restauracion de copias de seguridad

Al restaurar una copia de seguridad, la configuracién de cuotas del sistema de archivos original se
implementa en el sistema de archivos restaurado. Por ejemplo, si se establecen cuotas en el sistema
de archivos A, y se crea el sistema de archivos B a partir de una copia de seguridad del sistema de
archivos A, se aplicaran las cuotas del sistema de archivos A en el sistema de archivos B.

Administracion de la capacidad de almacenamiento

Puede aumentar la capacidad de almacenamiento de la SSD o HDD configurada en su sistema
de archivos de FSx para Lustre si necesita almacenamiento y rendimiento adicionales. Como el
rendimiento de un sistema de archivos de FSx para Lustre se amplia linealmente con la capacidad
de almacenamiento, también se obtiene un aumento comparable en la capacidad de rendimiento.
Para aumentar la capacidad de almacenamiento, puede utilizar la consola Amazon FSx, la AWS
Command Line Interface (AWS CLI) o la APl de Amazon FSx.

Cuando solicita una actualizaciéon de la capacidad de almacenamiento de su sistema de archivos,
Amazon FSx afade automaticamente nuevos servidores de archivos de red y escala su servidor

de metadatos. Mientras se escala la capacidad de almacenamiento, es posible que el sistema de
archivos no esté disponible durante unos minutos. Las operaciones de archivo realizadas por los
clientes mientras el sistema de archivos no esta disponible se reintentaran de forma transparente

y finalmente tendran éxito una vez completado el escalado de almacenamiento. Durante el tiempo
en que el sistema de archivos no esté disponible, el estado del sistema de archivos se establece en
UPDATING. Una vez completado el escalado del almacenamiento, el estado del sistema de archivos
se establece en AVAILABLE.

A continuacion, Amazon FSx ejecuta un proceso de optimizacion del almacenamiento que reequilibra
de forma transparente los datos entre los servidores de archivos existentes y los recién anadidos.
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El reequilibrio se realiza en segundo plano sin afectar a la disponibilidad del sistema de archivos.
Durante el reequilibrio, es posible que el rendimiento del sistema de archivos disminuya a medida
gue se consumen recursos para el movimiento de datos. En la mayoria de los sistemas de archivos,
la optimizacion del almacenamiento tarda desde unas horas hasta unos dias. Podra acceder a su
sistema de archivos y utilizarlo durante la fase de optimizacion.

Puede realizar un seguimiento del progreso de la optimizacién del almacenamiento en cualquier
momento mediante la consola, la CLI y la APl de Amazon FSx. Para obtener mas informacion,
consulte Supervisidn de los aumentos de capacidad de almacenamiento.

Temas

» Consideraciones a la hora de aumentar la capacidad de almacenamiento

» Cuando aumentar la capacidad de almacenamiento

« COomo se gestionan el escalado de almacenamiento concurrente y las solicitudes de copia de
seguridad

« Aumento de la capacidad de almacenamiento

» Supervision de los aumentos de capacidad de almacenamiento

Consideraciones a la hora de aumentar la capacidad de almacenamiento

Estos son algunos aspectos importantes que se deben tener en cuenta al aumentar la capacidad de
almacenamiento:

» Solo aumentar: solo puede aumentar la capacidad de almacenamiento de un sistema de archivos;
no puede reducirla.

« Aumentar los incrementos: al aumentar la capacidad de almacenamiento, utilice los incrementos
que aparecen en el cuadro de dialogo Aumentar la capacidad de almacenamiento.

« Tiempo entre aumentos: no puede aumentar nuevamente la capacidad del almacenamiento en un
sistema de archivos hasta 6 horas después de haber solicitado el ultimo aumento.

» Capacidad de rendimiento: al aumentar la capacidad de almacenamiento, aumenta
automaticamente la capacidad de rendimiento. En el caso de los sistemas de archivos HDD
persistentes con caché SSD, la capacidad de almacenamiento en caché de lectura también se
incrementa de forma similar para mantener una caché SSD con un tamano equivalente al 20 por
ciento de la capacidad de almacenamiento del HDD. Amazon FSx calcula los nuevos valores de
las unidades de capacidad de almacenamiento y de capacidad de rendimiento y los muestra en el
cuadro de dialogo Aumentar la capacidad de almacenamiento.
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® Note

Puede modificar de forma independiente la capacidad de rendimiento de un sistema
de archivos persistente basado en SSD sin tener que actualizar la capacidad de
almacenamiento del sistema de archivos. Para obtener mas informacion, consulte
Administrar la capacidad de rendimiento aprovisionada.

« Tipo de implementacién: puede aumentar la capacidad de almacenamiento de todos los tipos de
implementacion, excepto los sistemas de archivos Scratch 1.

Cuando aumentar la capacidad de almacenamiento

Aumente la capacidad de almacenamiento del sistema de archivos cuando se esté agotando la
capacidad de almacenamiento libre. Utilice la métrica FreeStorageCapacity de CloudWatch para
controlar la cantidad de almacenamiento libre disponible en el sistema de archivos. Puede crear una
alarma de Amazon CloudWatch en esta métrica y recibir una notificacién cuando caiga por debajo de
un umbral especifico. Para obtener mas informacion, consulte Supervision con Amazon CloudWatch.

Puede utilizar las métricas de CloudWatch para supervisar los niveles de uso de rendimiento
continuos de su sistema de archivos. Si determina que su sistema de archivos necesita una mayor
capacidad de rendimiento, puede utilizar la informacién de las métricas como ayuda para decidir en
qué medida aumentar la capacidad de almacenamiento. Para obtener informacion acerca de como
determinar el rendimiento actual de su sistema de archivos, consulte Como usar las métricas de

CloudWatch en Amazon FSx para Lustre. Para obtener informacién sobre como la capacidad de

almacenamiento afecta a la capacidad de rendimiento, consulte Rendimiento de Amazon FSx for

Lustre.

También puede ver la capacidad de almacenamiento y el rendimiento total del sistema de archivos
en el panel de Resumen de la pagina de detalles del sistema de archivos.

Como se gestionan el escalado de almacenamiento concurrente y las
solicitudes de copia de seguridad

Puede solicitar una copia de seguridad justo antes de que comience un flujo de trabajo de escalado
de almacenamiento o mientras esta en curso. La secuencia de cdmo Amazon FSx gestiona las dos
solicitudes es la siguiente:
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 Si hay un flujo de trabajo de escalado de almacenamiento en curso (el estado del escalado
del almacenamiento es IN_PROGRESS y el estado del sistema de archivos es UPDATING) y
usted solicita una copia de seguridad, la solicitud de copia de seguridad se pone en cola. La
tarea de copia de seguridad se inicia cuando el escalado del almacenamiento se encuentra en
la fase de optimizacién del almacenamiento (el estado del escalado del almacenamiento es
UPDATED_OPTIMIZING y el estado del sistema de archivos es AVAILABLE).

+ Si la copia de seguridad esta en curso (el estado de la copia de seguridad es CREATING) y solicita
el escalado de almacenamiento, la solicitud de escalado de almacenamiento se pone en cola. El
flujo de trabajo de escalado del almacenamiento se inicia cuando Amazon FSx transfiere la copia
de seguridad a Amazon S3 (el estado de la copia de seguridad es TRANSFERRING).

Si hay una solicitud de escalado del almacenamiento pendiente y una solicitud de copia de seguridad
del sistema de archivos también esta pendiente, la tarea de copia de seguridad tiene mayor
prioridad. La tarea de escalado del almacenamiento no comenzara hasta que finalice la tarea de
copia de seguridad.

Aumento de la capacidad de almacenamiento

Puede aumentar la capacidad de almacenamiento de un sistema de archivos con la consola de
Amazon FSx, la AWS CLI o la APl de Amazon FSx.

Para aumentar la capacidad de almacenamiento de un sistema de archivos (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. Vaya a Sistemas de archivos y elija el sistema de archivos de Lustre al que desee aumentarle la
capacidad de almacenamiento.

3. En Acciones, seleccione Actualizar capacidad de almacenamiento. O bien, en el panel
Resumen, seleccione Actualizar junto a Capacidad de almacenamiento del sistema de archivos
para mostrar el cuadro de dialogo Aumentar capacidad de almacenamiento.

4. En Capacidad de almacenamiento deseada, indique una nueva capacidad de almacenamiento
en GiB que sea mayor que la capacidad de almacenamiento actual del sistema de archivos:

» Para un sistema de archivos SSD persistente o Scratch 2, este valor debe estar expresado en
multiplos de 2400 GiB.

» Para sistemas de archivos HDD persistente, este valor debe estar expresado en multiplos de
6000 GiB para sistemas de archivos de 12 MBps/TiB y multiplos de 1800 GiB para sistemas
de archivos de 40 MBps/TiB.
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» Para un sistema de archivos compatible con EFA, este valor debe estar expresado en
multiplos de 38 400 GiB para sistemas de archivos de 125 Mbps/TiB, multiplos de 19 200 GiB
para sistemas de archivos de 250 MBPS/TiB, multiplos de 9600 GiB para sistemas de
archivos de 500 Mbps/TiB y multiplos de 4800 GiB para sistemas de archivos de 1000 MBPS/
TiB.

® Note

No se puede aumentar la capacidad de almacenamiento de los sistemas de archivos
Scratch 1.

Seleccione Actualizar para iniciar la actualizacion de la capacidad de almacenamiento.

Puede supervisar el progreso de la actualizacidén en la pagina de informacién de los Sistemas de
archivos, en la pestana Actualizaciones.

Para aumentar la capacidad de almacenamiento de un sistema de archivos (CLI)

1.

Para aumentar la capacidad de almacenamiento de un sistema de archivos de FSx para Lustre,
utilice el comando AWS CLI update-file-system. Establezca los siguientes parametros:

Establezca --file-system-id en el ID del sistema de archivos que va a actualizar.

Establezca --storage-capacity en un valor entero que sea la cantidad, en GiB, del aumento
de la capacidad de almacenamiento. Para un sistema de archivos SSD persistente o Scratch

2, este valor debe estar expresado en multiplos de 2400. Para sistemas de archivos HDD
persistentes, este valor debe estar expresado en multiplos de 6000 para sistemas de archivos
de 12 MB/s/TiB y multiplos de 1800 para sistemas de archivos de 40 MB/s/TiB. El nuevo valor
objetivo debe ser mayor que la capacidad actual de almacenamiento del sistema de archivos.

Este comando especifica un valor objetivo de capacidad de almacenamiento de 9600 GiB para
un sistema de archivos SSD persistente o Scratch 2.

$ aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--storage-capacity 9600

Puede supervisar el progreso de la actualizacion con el comando AWS CLI describe-file-
systems. Busque las administrative-actions en los resultados.
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Para obtener mas informacién, consulte AdministrativeAction.

Supervision de los aumentos de capacidad de almacenamiento

Puede supervisar el progreso del aumento de capacidad de almacenamiento con la consola de
Amazon FSx, la APl o la AWS CLI.

Supervision de los aumentos en la consola

En la pestana Actualizaciones en la pagina de detalles del sistema de archivos, puede ver las
10 actualizaciones mas recientes para cada tipo de actualizacion.

Puede ver la siguiente informacion:
Tipo de actualizacion

Los tipos admitidos son Capacidad de almacenamiento y Optimizacion del almacenamiento.

Valor de destino

El valor que desea alcanzar con la actualizacion de la capacidad de almacenamiento del sistema
de archivos.

Estado

Se actualiza el estado actual de la capacidad de almacenamiento. Los valores posibles son los
siguientes:

+ Pendiente: Amazon FSx recibid la solicitud de actualizacidn, pero no comenzd a procesarla.
» En curso: Amazon FSx esta procesando la solicitud de actualizacion.

 Actualizado; Optimizando: Amazon FSx aumento la capacidad de almacenamiento del sistema
de archivos. El proceso de optimizacion del almacenamiento ahora esta reequilibrando los
datos entre los servidores de archivos.

 Finalizado: el aumento de la capacidad de almacenamiento se completd correctamente.

 Error: no se pudo aumentar la capacidad de almacenamiento. Elija el signo de interrogacion (?)
para ver informacion sobre la causa de un error en la actualizacion del almacenamiento.

% de progreso

El progreso del proceso de optimizacion del almacenamiento se ve reflejado por el porcentaje
completado.
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Tiempo de solicitud

La hora en que Amazon FSx recibid la solicitud de accion de actualizacion.

La supervision aumenta con la AWS CLI y la API

Puede ver y supervisar las solicitudes de aumento de la capacidad de almacenamiento del sistema
de archivos mediante el comando de la AWS CLI describe-file-systems y la accion de la API
DescribeFilesystems. La matriz de AdministrativeActions enumera las 10 acciones de

actualizacion mas recientes para cada tipo de accion administrativa. Al aumentar la capacidad de
almacenamiento de un sistema de archivos, se generan dos AdministrativeActions: una accion
de FILE_SYSTEM_UPDATE y una de STORAGE_OPTIMIZATION.

En el siguiente ejemplo se muestra un extracto de la respuesta de un comando de la CLI describe-
file-systems: El sistema de archivos tiene una capacidad de almacenamiento de 4800 GB y hay una
accion administrativa pendiente para aumentar la capacidad de almacenamiento a 9600 GB.

"FileSystems": [

{
"OwnerId": "111122223333",

"StorageCapacity": 4800,
"AdministrativeActions": [

{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"RequestTime": 1581694764.757,
"Status": "PENDING",
"TargetFileSystemValues": {
"StorageCapacity": 9600
}
1,
{
"AdministrativeActionType": "STORAGE_OPTIMIZATION",
"RequestTime": 1581694764.757,
"Status": "PENDING",
}
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Amazon FSx procesa primero la accién de FILE_SYSTEM_UPDATE y afiade nuevos servidores

de archivos al sistema de archivos. Cuando el sistema de archivos tiene disponible el nuevo
almacenamiento, el estado de FILE_SYSTEM_UPDATE cambia a UPDATED_OPTIMIZING. La
capacidad de almacenamiento muestra el nuevo valor mayor y Amazon FSx comienza a procesar la
accion administrativa de STORAGE_OPTIMIZATION. Esto se muestra en el siguiente extracto de la
respuesta de un comando de CLI describe-file-systems.

La propiedad ProgressPercent muestra el avance del proceso de optimizacion del
almacenamiento. Una vez que el proceso de optimizacion del almacenamiento finaliza
correctamente, el estado de la accion de FILE_SYSTEM_UPDATE cambia a COMPLETED, y la accion
de STORAGE_OPTIMIZATION deja de aparecer.

"FileSystems": [

{
"OwnerId": "111122223333",

"StorageCapacity": 9600,
"AdministrativeActions": [

{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"RequestTime": 1581694764.757,
"Status": "UPDATED_OPTIMIZING",
"TargetFileSystemValues": {
"StorageCapacity": 9600
}
I
{
"AdministrativeActionType": "STORAGE_OPTIMIZATION",
"RequestTime": 1581694764.757,
"Status": "IN_PROGRESS",
"ProgressPercent": 50,
}

Si se produce un error en el aumento de la capacidad de almacenamiento, el estado de la accion
FILE_SYSTEM_UPDATE cambia a FAILED. La propiedad FailureDetails otorga informacion
sobre el error, como se muestra en el siguiente ejemplo.
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"FileSystems": [
{
"OwnerId": "111122223333",

"StorageCapacity": 4800,
"AdministrativeActions": [

{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"FailureDetails": {
"Message": "string"
1,
"RequestTime": 1581694764.757,
"Status": "FAILED",
"TargetFileSystemValues":
"StorageCapacity": 9600

Administracion de la caché de lectura SSD aprovisionada

Al crear un sistema de archivos con la clase de almacenamiento Intelligent-Tiering, tiene la opcion de
aprovisionar también una caché de lectura basada en SSD que proporciona latencias de SSD para
las lecturas de los datos a los que se accede con frecuencia, hasta 3 IOPS por GiB.

Puede configurar la caché de lectura de la SSD para los datos a los que se accede con frecuencia
con una de estas opciones de modo de dimensionamiento:

« Automatico (proporcional a la capacidad de rendimiento). Con Automatico, Amazon FSx para
Lustre selecciona automaticamente el tamano de la caché de lectura de datos de una SSD en
caracteristica de la capacidad de rendimiento aprovisionada.

+ Personalizado (aprovisionado por el usuario). Con Personalizado, puede personalizar el tamafo de
la caché de lectura de su SSD y escalarla o reducirla en cualquier momento en caracteristica de
las necesidades de su carga de trabajo.

+ Elija Sin caché si no desea utilizar una caché de lectura de datos de SSD con su sistema de
archivos.
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En el modo automatico (proporcional a la capacidad de rendimiento), Amazon FSx aprovisiona
el siguiente tamano de caché de lectura predeterminado segun la capacidad de rendimiento del
sistema de archivos.
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Después de crear el sistema de archivos, puede modificar el modo de tamafo y la capacidad de
almacenamiento de la caché de lectura en cualquier momento.

Temas

» Consideraciones a la hora de actualizar la caché de lectura de la SSD

» Actualizacion de una caché de lectura SSD aprovisionada

* Monitoreo de las actualizaciones de la caché de lectura de la SSD

Consideraciones a la hora de actualizar la caché de lectura de la SSD

A continuacion, presentamos algunas consideraciones importantes a la hora de modificar la caché de
lectura de la SSD:

» Cada vez que modifique la caché de lectura de la SSD, se borrara todo su contenido. Esto significa
que puede ver una reduccion en los niveles de rendimiento hasta que la caché de lectura de la
SSD vuelva a llenarse.

» Puede aumentar o reducir el tamafo de la capacidad de la caché de lectura de la SSD. Sin
embargo, solo podra realizar esta accion una vez cada seis horas. No hay ninguna restriccion de
tiempo a la hora de anadir o eliminar una caché de lectura de la SSD de su sistema de archivos.

* Debe aumentar o reducir el tamano de la caché en memoria de lectura de su SSD en un minimo
de un 10 % cada vez que la modifique.

Actualizacion de una caché de lectura SSD aprovisionada

Puede actualizar la caché de lectura de datos de una SSD con la consola Amazon FSx, la AWS CLI
o la APl de Amazon FSx.

Para actualizar la caché de lectura de la SSD de un sistema de archivos Intelligent-Tiering (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, elija Sistemas de archivos. En la lista sistemas de archivos, elija el
sistema de archivos de FSx para la que quiere actualizar la caché de lectura de la SSD.

3. SSD En el panel de resumen, seleccione Actualizar junto al valor de la caché de lectura de la
SSD del sistema de archivos.

Aparecera el cuadro de dialogo Actualizar la caché de lectura de la SSD.
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4. Seleccione el nuevo modo de dimensionamiento que desee para la caché de lectura de datos,
de la siguiente manera:

« Elija Automatico (proporcional a la capacidad de rendimiento) para ajustar automaticamente el
tamano de la caché de lectura de datos en caracteristica de su capacidad de rendimiento.

« Elija Personalizado (aprovisionado por el usuario) si conoce el tamano aproximado de
su conjunto de datos y desea personalizar su caché de lectura de datos. Si selecciona
Personalizado, también tendra que especificar la capacidad de caché de lectura deseada en
GiB.

+ Elija Ninguno si no desea utilizar una caché de lectura de datos SSD con su sistema de
archivos Intelligent-Tiering.

5. Elija Actualizar.

Para actualizar la caché de lectura de la SSD para un sistema de archivos Intelligent-Tiering (CLI)

Para actualizar la caché de lectura SSD para un sistema de archivos de nivel inteligente, use
el comando update-file-system de AWS CLI o la accion de API equivalente UpdateFileSystem.
Establezca los siguientes parametros:

» Establezca --file-system-id en el ID del sistema de archivos que va a actualizar.

« Para modificar la caché de lectura de la SSD, utilice la propiedad --lustre-configuration
DataReadCacheConfiguration. Esta propiedad tiene dos parametros, SizeGiBy
SizingMode:

» SizeGib: establece el tamafo de la caché de lectura de la SSD en GiB cuando se utiliza el modo
USER_PROVISIONED.

» SizingMode: establece el modo de dimensionamiento de la caché de lectura de la SSD.

+ Configurelo en NO_CACHE si no desea utilizar una caché de lectura SSD con su sistema de
archivos Intelligent-Tiering.

» Configurelo en USER_PROVISIONED para especificar el tamafo exacto de la caché de lectura
de su SSD.

» Configurelo en PROPORTIONAL_TO_THROUGHPUT_CAPACITY para que el tamano de la
caché en memoria de lectura de datos de la SSD se ajuste automaticamente en caracteristica
de su capacidad de rendimiento.
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En el siguiente ejemplo, se actualiza la caché de lectura de la SSD al modo USER_PROVISIONED y
se establece el tamafo en 524 288 GiB.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0® \
--lustre-configuration
'DataReadCacheConfiguration={SizeGiB=524288,SizingMode=USER_PROVISIONED}'

Para supervisar el progreso de la actualizacion, utilice el comando describe-file-systemsAWS CLI.
Busque la seccion AdministrativeActions en la salida.

Para obtener mas informacion, consulte AdministrativeAction en la referencia de la APl de Amazon
FSx.

Monitoreo de las actualizaciones de la caché de lectura de la SSD

Puede monitorear el progreso de la actualizacidén de la caché de lectura de la SSD con la consola
Amazon FSx, la APl o AWS CLI.

Supervisién de las actualizaciones en la consola

Puede monitorear las actualizaciones del sistema de datos en la pestana Actualizaciones de la
pagina Detalles del sistema de archivos.

Para las actualizaciones de la caché de lectura de la SSD, puede ver la siguiente informacion:
Tipo de actualizacion

Los tipos compatibles son el modo de dimensionamiento de la caché de lectura de la SSDI y el
tamafo de la caché de lectura de la SSD.

Valor de destino

El valor actualizado para el modo de dimensionamiento de la caché de lectura de la SSD del
sistema de archivos o el tamafo de la caché de lectura de la SSD.

Estado

Estado actual de la actualizacion. Los valores posibles son los siguientes:
» Pendiente: Amazon FSx recibid la solicitud de actualizacidn, pero no comenzd a procesarla.
» En curso: Amazon FSx esta procesando la solicitud de actualizacion.

» Completada: la actualizacién finalizé correctamente.
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* Error: la solicitud de actualizacion fallé. Elija el signo de interrogacion (?) para ver informacion
sobre la causa de un error en la solicitud.

Tiempo de solicitud

La hora en que Amazon FSx recibi6 la solicitud de accion de actualizacion.

Monitoreo de las actualizaciones de la caché de lectura de la SSD con AWS CLl y la
API

Puede ver y monitorear las solicitudes de actualizacion de la caché de lectura de las SSD
del sistema de archivos con el comando describe-file-systemsAWS CLI y la accion de la API
DescribeFilesystems. La matriz de AdministrativeActions enumera las 10 acciones de

actualizacion mas recientes para cada tipo de accion administrativa. Al actualizar la caché
de lectura de la SSD de un sistema de archivos, se genera un FILE_SYSTEM_UPDATE
AdministrativeActions.

En el siguiente ejemplo se muestra un extracto de la respuesta de un comando de la CLI
describe-file-systems: El sistema de archivos tiene una accion administrativa pendiente para
cambiar el modo de tamarno de la caché de lectura de la SSD a USER_PROVISIONED y el tamano de
la caché de lectura de la SSD a 524 288.

"AdministrativeActions": [
{

"AdministrativeActionType": "FILE_SYSTEM_UPDATE",

"RequestTime": 1586797629.095,

"Status": "PENDING",

"TargetFileSystemValues": {

"LustreConfiguration": {
"DataReadCacheConfiguration": {

"SizingMode": "USER_PROVISIONED"
"SizeGiB": 524288,

Cuando la configuracién de la caché de lectura de la SSD tiene disponible el nuevo almacenamiento,
el estado de FILE_SYSTEM_UPDATE cambia a COMPLETED. Si se produce un error en la solicitud
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de actualizacion de la caché de lectura de la SSD, el estado de la accién FILE_SYSTEM_UPDATE
cambia a FAILED.

Administracion del rendimiento de los metadatos

Puede actualizar la configuracion de metadatos del sistema de archivos de FSx para Lustre sin
interrumpir a los usuarios finales o las aplicaciones mediante la consola de Amazon FSx, la API
de Amazon FSx o la AWS Command Line Interface (AWS CLI). El procedimiento de actualizacion
aumenta la cantidad de IOPS de metadatos aprovisionadas para el sistema de archivos.

(@ Note

Los metadatos mejorados solo estan disponibles para los sistemas de archivos 2.15. Puede
aumentar el rendimiento de metadatos solo en los sistemas de archivos de FSx para Lustre
creados con el tipo de implementacion Persistent 2 y una configuracion de metadatos
especificada. No puede anadir ni actualizar la configuracion de metadatos de un sistema de
archivos FSx para Lustre si la configuracion de metadatos no se especificé en el momento
de la creacion del sistema de archivos. Esto también se aplica a los sistemas de archivos
restaurados a partir de copias de seguridad de sistemas de archivos de la version 2.12

qgue no permitian mejorar el rendimiento de los metadatos, o de sistemas de archivos de la
version 2.15 que no tenian una configuracién de metadatos especificada.

El aumento del rendimiento de los metadatos del sistema de archivos estara disponible para su uso
en cuestion de minutos. Puede actualizar el rendimiento de los metadatos en cualquier momento,
siempre que las solicitudes de aumento del rendimiento de los metadatos se realicen con al menos
6 horas de diferencia. Mientras se escala el rendimiento de los metadatos, es posible que el sistema
de archivos no esté disponible durante unos minutos. Las operaciones de archivo realizadas por los
clientes mientras el sistema de archivos no esta disponible se reintentaran de forma transparente y
finalmente tendran éxito una vez completado el escalado del rendimiento de los metadatos. Se le
facturara el nuevo aumento del rendimiento de los metadatos una vez que estén disponibles para
usted.

Puede realizar un seguimiento del progreso del aumento del rendimiento de los metadatos en
cualquier momento mediante la consola, la CLI y la APl de Amazon FSx. Para obtener mas
informacion, consulte Supervision de las actualizaciones de configuracion de los metadatos.

Temas
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» Configuracion del rendimiento de los metadatos de Lustre

» Consideraciones al aumentar el rendimiento de los metadatos

» ¢ Cuando aumentar el rendimiento de los metadatos?

* Aumento del rendimiento de metadatos

« Cambio del modo de configuracion de los metadatos

« Supervision de las actualizaciones de configuracion de los metadatos

Configuracion del rendimiento de los metadatos de Lustre

La cantidad de IOPS de metadatos aprovisionadas determina la tasa maxima de operaciones de
metadatos que puede admitir el sistema de archivos.

Al crear el sistema de archivos, debe elegir un modo de configuracién de metadatos:

» Para los sistemas de archivos SSD, elija Modo automatico si desea que Amazon FSx aprovisione
y escale automaticamente las IOPS de metadatos en el sistema de archivos en caracteristica de
la capacidad de almacenamiento del sistema de archivos. Tenga en cuenta que los sistemas de
archivos Intelligent-Tiering no admiten el modo automatico.

» Para los sistemas de archivos SSD, puede elegir Aprovisionado por el usuario si desea especificar
la cantidad de IOPS de metadatos por aprovisionar al sistema de archivos.

+ Para los sistemas de archivos Intelligent-Tiering, debe elegir el modo aprovisionado por el usuario.
Con el modo aprovisionado por el usuario, puede especificar la cantidad de IOPS de metadatos
por aprovisionar al sistema de archivos.

En los sistemas de archivos SSD, puede cambiar del modo automatico al modo aprovisionado por
el usuario en cualquier momento. También puede cambiar del modo aprovisionado por el usuario
al modo automatico si la cantidad de IOPS de metadatos aprovisionadas en el sistema de archivos
coincide con la cantidad predeterminada de IOPS de metadatos que se aprovisionaron en modo
automatico. Los sistemas de archivos Intelligent-Tiering solo admiten el modo aprovisionado por el
usuario, por lo que no puede cambiar los modos de configuracion de los metadatos.

Los valores de IOPS de metadatos validos son los siguientes:

» Para los sistemas de archivos SSD, los valores de IOPS de metadatos validas son 1500, 3000,
6000 y multiplos de 12 000 hasta un maximo de 192 000.
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» Para los sistemas de archivos Intelligent-Tiering, los valores de IOPS de metadatos validos son
6000 y 12 000.

Si el rendimiento de los metadatos de la carga de trabajo supera la cantidad de IOPS de metadatos
aprovisionadas en modo automatico, puede usar el modo aprovisionado por el usuario para
aumentar el valor de las IOPS de metadatos para el sistema de archivos.

Puede ver el valor actual de la configuracion del servidor de metadatos del sistema de archivos de la
siguiente manera:

* Mediante la consola: en el panel de resumen de la pagina de detalles del sistema de archivos, el
campo IOPS de metadatos muestra el valor actual de las IOPS de metadatos aprovisionadas y el
modo de configuracion de metadatos actual del sistema de archivos.

» Uso de la CLI o la API: utilice el comando de la CLI describe-file-systems o la operacion de la API
DescribeFileSystems y busque la propiedad MetadataConfiguration.

Consideraciones al aumentar el rendimiento de los metadatos

A continuacion, presentamos algunas consideraciones importantes a la hora de aumentar el
rendimiento de los metadatos:

» Solo aumento del rendimiento de los metadatos: solo puede aumentar la cantidad de IOPS de
metadatos del sistema de archivos; no puede disminuir la cantidad de IOPS de metadatos.

» Especificacion de IOPS de metadatos en modo automatico no permitida: no puede especificar la
cantidad de IOPS de metadatos en un sistema de archivos que esta en modo automatico. Tendra
que cambiar al modo aprovisionado por el usuario y, a continuacién, realizar la solicitud. Para
obtener mas informacion, consulte Cambio del modo de configuracion de los metadatos.

» Las IOPS de metadatos para datos escritos antes de escalar: al escalar las IOPS de metadatos a
mas de 12 000, FSx para Lustre agrega nuevos servidores de metadatos a su sistema de archivos.
Los nuevos metadatos se distribuyen automaticamente en todos los servidores para mejorar el
rendimiento. Sin embargo, los metadatos y subdirectorios existentes creados antes del escalado
permanecen en los servidores de origen, sin que aumenten las IOPS de los metadatos.

« Tiempo entre aumentos: no puede aumentar nuevamente el rendimiento de los metadatos en un
sistema de archivos hasta 6 horas después de haber solicitado el ultimo aumento.
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» Aumentos del rendimiento de metadatos y del almacenamiento en SSD al mismo tiempo: no se
puede escalar el rendimiento de metadatos y la capacidad de almacenamiento del sistema de
archivos al mismo tiempo.

¢, Cuando aumentar el rendimiento de los metadatos?

Aumente la cantidad de IOPS de metadatos cuando necesite ejecutar cargas de trabajo que
requieran niveles de rendimiento de metadatos superiores a los aprovisionados de forma
predeterminada en el sistema de archivos. Puede supervisar el rendimiento de metadatos en la
Consola de administracion de AWS mediante el grafico Metadata IOPS Utilization que
proporciona el porcentaje del rendimiento del servidor de metadatos aprovisionado que consume en
el sistema de archivos.

También puede supervisar el rendimiento de los metadatos mediante métricas de

CloudWatch mas detalladas. Las métricas de CloudWatch incluyen DiskReadOperationsy
DiskWriteOperations, que proporcionan el volumen de operaciones del servidor de metadatos
que requieren E/S del disco, asi como métricas detalladas para las operaciones de metadatos, como
la creacién de archivos y directorios, las estadisticas, las lecturas y las eliminaciones. Para obtener
mas informacion, consulte Métricas de metadatos de FSx para Lustre.

Aumento del rendimiento de metadatos

Puede aumentar el rendimiento de metadatos del sistema de archivos mediante la consola de
Amazon FSx, la AWS CLI o la APl de Amazon FSx.

Para aumentar el rendimiento de los metadatos de un sistema de archivos (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, elija Sistemas de archivos. En la lista Sistemas de archivos, elija el
sistema de archivos de FSx para Lustre al que desee aumentarle el rendimiento de metadatos.

3. En Acciones, elija Actualizar IOPS de metadatos. O bien, en el panel Resumen, seleccione
Actualizar junto al campo IOPS de metadatos del sistema de archivos.

Aparecera el cuadro de dialogo Actualizar IOPS de metadatos.
4. Elija Aprovisionada por el usuario.

5. Paralas IOPS de metadatos deseadas, elija el nuevo valor de IOPS de metadatos. El valor que
ingrese debe ser igual o mayor que el valor actual de IOPS de metadatos.
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» Para los sistemas de archivos SSD, los valores validos son 1500, 3000, 6000, 12000 y
multiplos de 12000, hasta un maximo de 192000.

* Para los sistemas de archivos Intelligent-Tiering, los valores validos son 6000 y 12000.

6. Elija Actualizar.

Para aumentar el rendimiento de los metadatos de un sistema de archivos (CLI)

Para aumentar el rendimiento de los metadatos de un sistema de archivos de FSx para Lustre, use el
comando update-file-system de la AWS CLI (UpdateFileSystem es la accion de la API equivalente).
Establezca los siguientes parametros:

» Establezca --file-system-id en el ID del sistema de archivos que va a actualizar.

« Para aumentar el rendimiento de los metadatos, use la propiedad --lustre-configuration
MetadataConfiguration. Esta propiedad tiene dos parametros, Mode y Iops.

1. Si el sistema de archivos estd en modo USER_PROVISIONED, el uso de Mode es opcional (si
se usa, se establece Mode en USER_PROVISIONED).

Si el sistema de archivos SSD esta en modo AUTOMATICO, establezca Mode en
USER_PROVISIONED (lo que cambia el modo del sistema de archivos a USER_PROVISIONED
ademas de aumentar el valor de IOPS de los metadatos).

2. Para los sistemas de archivos SSD, establezca Iops en un valor de 1500, 3000, 6000, 12000
o multiplos de 12000 hasta un maximo de 192000. Para los sistemas de archivos Intelligent-
Tiering, establézcalo en Iops a 6000, o 12000. El valor que ingrese debe ser igual o mayor
que el valor actual de IOPS de metadatos.

En el siguiente ejemplo, se actualizan las IOPS de metadatos aprovisionadas a 12 000.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0 \
--lustre-configuration 'MetadataConfiguration={Mode=USER_PROVISIONED,Iops=12000}'

Cambio del modo de configuracion de los metadatos

Para los sistemas de archivos basados en SSD, puede cambiar el modo de configuracion de
metadatos de un sistema de archivos existente mediante la consola y la CLI de AWS, como se
explica en los siguientes procedimientos.
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Al cambiar del modo automatico al modo aprovisionado por el usuario, debe proporcionar un valor de
IOPS de metadatos mayor o igual al valor de IOPS de metadatos actual del sistema de archivos.

Si solicita cambiar del modo aprovisionado por el usuario al modo automatico y el valor actual de
IOPS de metadatos es superior al predeterminado automatico, Amazon FSx rechaza la solicitud
porque no se admite la reduccion de las IOPS de metadatos. Para desbloquear el cambio de modo,
debe aumentar la capacidad de almacenamiento para que coincida con las IOPS de metadatos
actuales en modo automatico para poder volver a activar el cambio de modo.

Puede cambiar la configuracion de metadatos del sistema de archivos mediante la consola de
Amazon FSx, la AWS CLI o la APl de Amazon FSx.

Cdémo cambiar el modo de configuracion de los metadatos de un sistema de archivos (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, elija Sistemas de archivos. En la lista sistemas de archivos, elija el
sistema de archivos de FSx para Lustre cuyo rendimiento de metadatos desea cambiar.

3. En Acciones, elija Actualizar IOPS de metadatos. O bien, en el panel Resumen, seleccione
Actualizar junto al campo IOPS de metadatos del sistema de archivos.

Aparecera el cuadro de dialogo Actualizar IOPS de metadatos.

4. Aplique alguna de las siguientes acciones.

» Para cambiar del modo aprovisionado por el usuario al modo automatico, seleccione
Automatico.

» Para cambiar del modo automatico al modo aprovisionado por el usuario, seleccione
Aprovisionado por el usuario. A continuacion, para las IOPS de metadatos deseadas,
proporcione un valor de IOPS de metadatos superior o igual al valor actual de IOPS de
metadatos del sistema de archivos.

5. Elija Actualizar.

Cdmo cambiar el modo de configuracion de los metadatos de un sistema de archivos SSD (CLI)

Para cambiar el modo de configuracion de los metadatos de un sistema de archivos SSD de FSx
para Lustre, use el comando update-file-system de la AWS CLI (UpdateFileSystem es la accion de la
API equivalente). Establezca los siguientes parametros:

» Establezca --file-system-id en el ID del sistema de archivos que va a actualizar.
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» Para cambiar el modo de configuracion de los metadatos en los sistemas basados en archivos
SSD, use la propiedad de --1lustre-configuration MetadataConfiguration. Esta
propiedad tiene dos parametros, Mode y Iops.

» Para cambiar del sistema de archivos SSD del modo automatico al modo aprovisionado por el
usuario, debe establecer Mode en USER_PROVISIONED y Iops para proporcionar un valor de
IOPS de metadatos mayor o igual al valor de IOPS de metadatos actual del sistema de archivos.
Por ejemplo:

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0 \
--lustre-configuration
'MetadataConfiguration={Mode=USER_PROVISIONED,Iops=96000}"

» Para cambiar del modo aprovisionado por el usuario al modo automatico, establezca Mode en
AUTOMATIC y no use el parametro Iops. Por ejemplo:

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef0 \
--lustre-configuration 'MetadataConfiguration={Mode=AUTOMATIC}'

Supervision de las actualizaciones de configuracion de los metadatos

Puede supervisar el progreso de las actualizaciones mediante la consola de Amazon FSx, la APl o la
AWS CLI.

Supervision de las actualizaciones de configuracion de los metadatos (consola)

Puede supervisar las actualizaciones de la configuracidén de los metadatos en la pestafa
actualizaciones de la pagina de detalles del sistema de archivos.

Para obtener informacion sobre las actualizaciones de la configuracion de los metadatos, puede ver
la siguiente informacion:

Tipo de actualizacion

Los tipos admitidos son las IOPS de metadatos y el modo de configuracion de metadatos.

Valor de destino

El valor actualizado para las IOPS de metadatos o el modo de configuraciéon de metadatos del
sistema de archivos.
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Estado

Estado actual de la actualizacion. Los valores posibles son los siguientes:

+ Pendiente: Amazon FSx recibid la solicitud de actualizacidn, pero no comenzd a procesarla.
* En curso: Amazon FSx esta procesando la solicitud de actualizacion.

» Completada: la actualizacion finalizoé correctamente.

 Error: la solicitud de actualizacion fallo. Elija el signo de interrogacién (?) para ver informacion
sobre la causa de un error en la solicitud.

Tiempo de solicitud

La hora en que Amazon FSx recibid la solicitud de accion de actualizacion.

Supervision de las actualizaciones de configuracion de los metadatos (CLI)

Puede ver y supervisar las solicitudes de actualizacion de lac configuracion de los metadatos
mediante el comando describe-file-systems de la AWS CLI y la operacion de la API
DescribeFileSystems. La matriz de AdministrativeActions enumera las 10 acciones

de actualizacién mas recientes para cada tipo de accién administrativa. Cuando actualice el
rendimiento o el modo de configuracién de los metadatos de un sistema de archivos, se genera una
AdministrativeActions FILE_SYSTEM_UPDATE.

En el siguiente ejemplo se muestra un extracto de la respuesta de un comando de la CLI
describe-file-systems: El sistema de archivos tiene una accién administrativa pendiente
para aumentar las IOPS de los metadatos a 96 000 y el modo de configuracidén de los metadatos a
aprovisionado por el usuario.

"AdministrativeActions": [
{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"RequestTime": 1678840205.853,
"Status": "PENDING",
"TargetFileSystemValues": {
"LustreConfiguration": {
"MetadataConfiguration": {
"Iops": 96000,
"Mode": USER_PROVISIONED
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}

Amazon FSx procesa la acciéon FILE_SYSTEM_UPDATE y modifica las IOPS y el modo de
configuracion de metadatos del sistema de archivos. Cuando los nuevos recursos de metadatos
estan disponibles para el sistema de archivos, el estado de FILE_SYSTEM_UPDATE cambia a
COMPLETED.

Si se produce un error en la solicitud de actualizacion de la configuracién de metadatos, el estado de
la accion FILE_SYSTEM_UPDATE cambia a FAILED, como se muestra en el siguiente ejemplo. La
propiedad FailureDetails proporciona informacion sobre el fallo.

"AdministrativeActions": [
{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",
"RequestTime": 1678840205.853,
"Status": "FAILED",
"TargetFileSystemValues": {
"LustreConfiguration": {
"MetadataConfiguration": {
"Iops": 96000,
"Mode": USER_PROVISIONED

iy

"FailureDetails": {

"Message": "failure-message"

Administrar la capacidad de rendimiento aprovisionada

Todos los sistemas de archivos de FSx para Lustre tienen una capacidad de rendimiento que se
configura al crear el sistema de archivos. Para los sistemas de archivos que utilizan almacenamiento
SSD o HDD, la capacidad de rendimiento se mide en megabytes por segundo por tebibyte (MBps/
TiB). En el caso de los sistemas de archivos que utilizan almacenamiento por niveles inteligente, la
capacidad de rendimiento del sistema de archivos se mide en megabytes por segundo (MBps). La
capacidad de rendimiento es un factor que determina la velocidad en la que el servidor de archivos
que aloja el sistema de archivos puede almacenar los datos de los archivos. Los niveles mas altos de
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capacidad de rendimiento también vienen con niveles mas altos de operaciones de E/S por segundo
(IOPS) y mas memoria para el almacenamiento en caché de los datos en el servidor de archivos.
Para obtener mas informacion, consulte Rendimiento de Amazon FSx for Lustre.

Puede modificar el nivel de rendimiento de un sistema de archivos persistente basado en SSD
aumentando o disminuyendo el valor del rendimiento del sistema de archivos por unidad de
almacenamiento. Los valores validos dependen del tipo de implementacion del sistema de archivos,
como se indica a continuacion:

» Para los tipos de implementacion basados en SSD Persistent 1, los valores validos son 50, 100 y
200 MBps/TiB.

» Para los tipos de implementacion basados en SSD Persistent 2, los valores validos son 125, 250,
500 y 1000 MBps/TiB.

Puede modificar la capacidad de rendimiento de un sistema de archivos Intelligent-Tiering
aumentando el valor de la capacidad de rendimiento total del sistema de archivos. Los valores
validos son 4000 MBps o incrementos de 4000 MBps, hasta un maximo de 2 000 000 MBps.

Puede ver el valor actual de la capacidad de rendimiento del sistema de archivos por unidad de
almacenamiento, como se indica a continuacion:

» Uso de la consola: en el panel Resumen de la pagina de detalles del sistema de archivos, el
campo Rendimiento por unidad de almacenamiento muestra el valor actual para los sistemas
de archivos basados en SSD, mientras que el campo capacidad de rendimiento muestra el valor
actual para los sistemas de archivos Intelligent-Tiering.

» Uso de la CLI o la API: utilice el comando de la CLI describe-file-systems o la operacion de la API
DescribeFileSystems y busque la propiedad PerUnitStorageThroughput.

Al modificar la capacidad de rendimiento del sistema de archivos, entre bastidores, Amazon FSx
cambia los servidores de archivos a sistemas de archivos SSD o agrega nuevos servidores de
archivos a los sistemas de archivos Intelligent-Tiering. Su sistema de archivos no estara disponible
durante unos minutos mientras se escala la capacidad de rendimiento. Se le facturara la nueva
cantidad de capacidad de rendimiento una vez que el sistema de archivos lo tenga disponible.

Temas

» Consideraciones a la hora de actualizar la capacidad de rendimiento

» Cuando modificar la capacidad de rendimiento
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* Modificacién de la capacidad de rendimiento

» Monitoreo de los cambios en la capacidad de rendimiento

Consideraciones a la hora de actualizar la capacidad de rendimiento

Estos son algunos elementos importantes que se deben tener en cuenta al actualizar la capacidad
de rendimiento:

» Aumentar o reducir: puede aumentar o reducir la capacidad de rendimiento de un sistema de
archivos basado en SSD. Solo se puede aumentar la capacidad de rendimiento de un sistema de
archivos Intelligent-Tiering.

 Actualice los incrementos: al modificar la capacidad de rendimiento, utilice los incrementos que
aparecen en el cuadro de dialogo Actualizar el nivel de rendimiento para los sistemas de archivos
basados en SSD o en el cuadro de dialogo Actualizar la capacidad de rendimiento para los
sistemas de archivos Intelligent-Tiering.

» Tiempo entre aumentos: no se pueden realizar mas cambios de capacidad de rendimiento en
un sistema de archivos hasta 6 horas después de la ultima peticion, o hasta que el proceso de
optimizaciéon de rendimiento haya finalizado, lo que dure mas tiempo.

» Escalado automatico de la caché de lectura de la SSD: para el modo predeterminado de la caché
de lectura de la SSD (proporcional a la capacidad de rendimiento), Amazon FSx aprovisiona
automaticamente 5 GiB de almacenamiento de datos por cada MBps de capacidad de rendimiento
que aprovisione. A medida que escala la capacidad de rendimiento de su sistema de archivos,
Amazon FSx escala automaticamente la caché de datos de su SSD al adjuntar almacenamiento en
caché adicional a cualquier servidor de archivos recién agregado.

» Tipo de implementacion: solo puede actualizar la capacidad de rendimiento de los tipos de
implementacion persistentes basados en SSD o Intelligent-Tiering. No puede modificar la
capacidad de rendimiento de los sistemas de archivos basados en SSD compatibles con EFA.

Cuando modificar la capacidad de rendimiento

Amazon FSx se integra con Amazon CloudWatch, lo que le permite supervisar los niveles de uso
del rendimiento continuo del sistema de archivos. El desempefio (rendimiento e IOPS) que puede
utilizar su sistema de archivos depende de las caracteristicas especificas de su carga de trabajo,
ademas de la capacidad de rendimiento, y la capacidad y el tipo de almacenamiento del sistema de
archivos. Para obtener informacion acerca de cdmo determinar el rendimiento actual de su sistema
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de archivos, consulte Cémo usar las métricas de CloudWatch en Amazon FSx para Lustre. Para

obtener informacién acerca de las métricas de CloudWatch, consulte Supervision con Amazon
CloudWatch.

Modificacion de la capacidad de rendimiento

Puede modificar una capacidad de rendimiento de un sistema de archivos de FSx para Lustre con la
consola de Amazon FSx, AWS Command Line Interface (AWS CLI) o la APl de Amazon FSx.

Como modificar la capacidad de rendimiento de un sistema de archivos SSD (consola)

1.
2.

Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

Vaya a Sistemas de archivos y elija el sistema de archivos de FSx para Lustre para el que desee
modificar la capacidad de rendimiento.

En Acciones, seleccione Actualizar nivel de rendimiento. O bien, en el panel Resumen,
seleccione Actualizar junto a la capacidad de rendimiento del sistema de archivos.

Aparecera la ventana Actualizar el nivel de rendimiento.

Seleccione el nuevo valor para el rendimiento deseado por unidad de almacenamiento de la
lista.

Seleccione Actualizar para iniciar la actualizacion de la capacidad de rendimiento.

(® Note

Su sistema de archivos puede experimentar un breve periodo de inactividad durante la
actualizacion.

Como modificar la capacidad de rendimiento (CLI) de un sistema de archivos SSD

Para modificar la capacidad de rendimiento de un sistema de archivos, utilice el comando CLI
update-file-system (o la operacion API UpdateFileSystem equivalente). Establezca los siguientes
parametros:

» Establezca --file-system-id en el ID del sistema de archivos que va a actualizar.

» Establezca --lustre-configuration PerUnitStorageThroughput a un valor de 50,
100 o 200 MBps/TiB para sistemas de archivo Persistent 1 SSD, o a un valor de 125, 250,
500 o un sistema de archivo 1000 MBps/TiB for Persistent 2 SSD.
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Este comando especifica que la capacidad de rendimiento se establezca en 1000 MBps/TiB para
el sistema de archivos.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--lustre-configuration PerUnitStorageThroughput=1000

Como modificar la capacidad de rendimiento de un sistema de archivos Intelligent-Tiering (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. Vaya a Sistemas de archivos y elija el sistema de archivos de FSx para Lustre para el que desee
modificar la capacidad de rendimiento.

3. En Actions (Acciones), seleccione Update throughput capacity (Actualizar capacidad de
rendimiento). O bien, en el panel Summary (Resumen), seleccione Update (Actualizar) junto a la
Throughput capacity (Capacidad de rendimiento) del sistema de archivos.

Aparece el cuadro de dialogo Actualizar la capacidad de rendimiento.
4. Seleccione el valor nuevo para la Capacidad de rendimiento deseado de la lista.
Amazon FSx escalara automaticamente la caché de lectura de datos para evitar borrar el

contenido de la caché.

5. Seleccione Actualizar para iniciar la actualizacion de la capacidad de rendimiento.

@ Note

Su sistema de archivos puede experimentar un breve periodo de inactividad durante la
actualizacion.

Como modificar la capacidad de rendimiento (CLI) de un sistema de archivos

« Para modificar la capacidad de rendimiento de un sistema de archivos, utilice el comando CLI
update-file-system (o la operacion APl UpdateFileSystem equivalente). Establezca los siguientes
parametros:

» Establezca --file-system-id en el ID del sistema de archivos que va a actualizar.
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» Sila caché de lectura de datos esta configurada en un modo proporcional a la capacidad de
rendimiento, establezca --lustre-configuration ThroughputCapacity en un nivel de
rendimiento de incrementos de 4000 MBps, hasta un maximo de 2000000 MBps.

Si la caché de lectura de datos esta configurada en el modo aprovisionado

por el usuario, también debe usar la propiedad --1lustre-configuration
DataReadCacheConfiguration para especificar la caché de lectura de datos. Debe
mantener la misma proporcion de almacenamiento en caché por servidor y especificar el
nuevo SizeGib o se rechazara la solicitud.

Este comando especifica que la capacidad de rendimiento se establezca en 8000 MBps para
un sistema de archivos que utilice una caché en memoria de lectura configurada en modo
proporcional al modo de capacidad de rendimiento.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef® \
--lustre-configuration '{
"ThroughputCapacity": 8000
}

Este comando especifica que la capacidad de rendimiento se establezca en 8000 MBps para un
sistema de archivos que utilice una caché de lectura configurada en modo aprovisionado por el
usuario.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--lustre-configuration {
"ThroughputCapacity": 8000,
"DataReadCacheConfiguration": '{
"SizingMode" :"USER_PROVISIONED"
"SizeGiB":1000
# New size should be cache storage allocated per server multiplied by
number of file servers
}
}I
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Monitoreo de los cambios en la capacidad de rendimiento

Puede supervisar el progreso de una modificacion de la capacidad de rendimiento con la consola
Amazon FSx, la APl y la AWS CLI.

Supervision de los cambios en la capacidad de rendimiento (consola)

« Enla pestana Actualizaciones de la pagina de detalles del sistema de archivos, puede ver las 10
acciones de actualizacion mas recientes para cada tipo de accion de actualizacion.

Para ver las acciones de actualizacion de la capacidad de rendimiento, puede consultar la
siguiente informacion.

Tipo de actualizacion

El tipo admitido es el rendimiento de almacenamiento por unidad.

Valor de destino

El valor deseado para cambiar el rendimiento del sistema de archivos por unidad de
almacenamiento.

Estado

El estado actual de la actualizacion. Para las actualizaciones de capacidad de rendimiento,
los valores posibles son los siguientes:

» Pendiente: Amazon FSx recibid la solicitud de actualizacién, pero no comenzo a
procesarla.

* En curso: Amazon FSx esta procesando la solicitud de actualizacion.

« Actualizado; Optimizacion: Amazon FSx actualizo los recursos de E/S de red, CPU y
memoria del sistema de archivos. El nuevo nivel de rendimiento de E/S de disco esta
disponible para las operaciones de escritura. En las operaciones de lectura, el rendimiento
de E/S del disco se situara entre el nivel anterior y el nuevo hasta que el sistema de
archivos deje de estar en este estado.

 Finalizado: la actualizacion de la capacidad de rendimiento se completd correctamente.

 Error: se produjo un error en la actualizacion de la capacidad de rendimiento. Elija el signo
de interrogacion (? ) para ver detalles sobre el motivo por el que se produjo un error en la
actualizacion del rendimiento.
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Tiempo de solicitud

La hora en que Amazon FSx recibié la solicitud de actualizacion.

Supervision de las actualizaciones del sistema de archivos (CLI)

*  Puede ver y supervisar las solicitudes de modificacion de la capacidad de rendimiento del
sistema de archivos mediante el comando de la CLI describe-file-systems y la accion de
la API DescribeFileSystems. La matriz de AdministrativeActions enumera las 10
acciones de actualizacion mas recientes para cada tipo de accién administrativa. Al modificar la
capacidad de rendimiento de un sistema de archivos, se genera una accion administrativa de
FILE_SYSTEM_UPDATE.

En el siguiente ejemplo se muestra un extracto de la respuesta de un comando de la CLI
describe-file-systems. El sistema de archivos tiene un rendimiento objetivo por unidad de
almacenamiento de 500 MBps/TiB.

"AdministrativeActions": [

{
"AdministrativeActionType": "FILE_SYSTEM_UPDATE",

"RequestTime": 1581694764.757,
"Status": "PENDING",
"TargetFileSystemValues": {
"LustreConfiguration": {
"PerUnitStorageThroughput": 500

Cuando Amazon FSx procesa la accion correctamente, el estado cambia a COMPLETED. La
nueva capacidad de rendimiento esta entonces disponible para el sistema de archivos y se
muestra en la propiedad PerUnitStorageThroughput.

Si se produce un error en la modificacion de la capacidad de rendimiento, el estado cambia a
FAILED, y la propiedad FailureDetails brinda informacién sobre el error.
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compresion de datos de Lustre

Puede usar la caracteristica de compresion de datos de Lustre para ahorrar costos en los sistemas
de archivos y almacenamiento de copias de seguridad de alto rendimiento de Amazon FSx para
Lustre. Cuando la compresiéon de datos esta habilitada, Amazon FSx para Lustre comprime
automaticamente los archivos recién escritos antes de escribirlos en el disco y los descomprime
automaticamente cuando se leen.

La compresion de datos utiliza el algoritmo LZ4, que esta optimizado para ofrecer altos niveles de
compresion sin afectar negativamente al rendimiento del sistema de archivos. LZ4 es un algoritmo
de confianza de la comunidad de Lustre orientado al rendimiento que proporciona un equilibrio entre
la velocidad de compresion y el tamafio del archivo comprimido. Habilitar la compresion de datos no
suele tener un impacto apreciable en la latencia.

La compresion de datos reduce la cantidad de datos que se transfieren entre los servidores de
archivos y el almacenamiento de Amazon FSx para Lustre. Si aun no utiliza formatos de archivo
comprimidos, vera un aumento en la capacidad de rendimiento general del sistema de archivos al
utilizar la compresion de datos. Los aumentos de la capacidad de rendimiento relacionados con la
compresion de datos se limitaran una vez que se hayan saturado las tarjetas de interfaz de red front-
end.

Por ejemplo, si su sistema de archivos es un tipo de implementacién PERSISTENT-50 SSD, el
rendimiento de la red tiene una base de 250 MBps por TiB de almacenamiento. El rendimiento

del disco tiene una base de 50 MBps por TiB. Con la compresion de datos, el rendimiento del

disco podria aumentar de 50 MBps por TiB a un maximo de 250 MBps por TiB, que es el limite de
rendimiento de red de referencia. Para obtener mas informacion sobre los limites de rendimiento

de lared y el disco, consulte las tablas de rendimiento del sistema de archivos en Caracteristicas

de rendimiento de las clases de almacenamiento en SSD y HDD. Para obtener mas informacion
sobre el rendimiento de la compresion de datos, consulte la publicacion Gaste menos y aumente el
rendimiento con la compresion de datos de Amazon FSx for Lustre en el Blog sobre almacenamiento
de AWS.

Temas

» Administracidon de la compresion de datos

» Comprimir archivos escritos anteriormente

* Visualizacion del tamano de los archivos

» Uso de métricas de CloudWatch
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Administracién de la compresion de datos

Puede activar o desactivar la compresion de datos al crear un nuevo sistema de archivos Amazon
FSx para Lustre. La compresion de datos esta desactivada de forma predeterminada al crear un
sistema de archivos Amazon FSx para Lustre desde la consola, AWS CLI o la API.

Para activar la compresion de datos al crear un sistema de archivos (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. Siga el procedimiento para crear un nuevo sistema de archivos que se describe en Paso 1: crear
un sistema de archivos FSx para Lustre en la seccién Primeros pasos.

3. Enla seccién de informacion del sistema de archivos, en el tipo de compresion de datos, elija
LZ4.

4. Complete el asistente igual que cuando crea un nuevo sistema de archivos.
5. Elija Review and create.

6. Revise la configuracidon que eligi6é para el sistema de archivos Amazon FSx para Lustre y, a
continuacion, elija Create file system (Crear sistema de archivo).

Cuando el sistema de archivos esté disponible, se activara la compresion de datos.

Para activar la compresion de datos al crear un sistema de archivos (CLI)

« Para crear un sistema de archivos de FSx para Lustre con la compresion de datos
activada, utilice el comando CLI de Amazon FSx create-file-system con el parametro
DataCompressionType, como se muestra a continuacion. La operacion de API
correspondiente es CreateFileSystem.

$ aws fsx create-file-system \

--client-request-token CRT1234 \

--file-system-type LUSTRE \

--file-system-type-version 2.12 \

--lustre-configuration
DeploymentType=PERSISTENT_1,PerUnitStorageThroughput=50,DataCompressionType=LZ4 \

--storage-capacity 3600 \

--subnet-ids subnet-123456 \

--tags Key=Name,Value=Lustre-TEST-1 \

--region us-east-2
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Después de crear correctamente el sistema de archivos, Amazon FSx devuelve la descripcion del
sistema de archivos como JSON, tal y como se muestra en el siguiente ejemplo.

"FileSystems": [
{

"OwnerId": "111122223333",
"CreationTime": 1549310341.483,
"FileSystemId": "fs-0123456789abcdef@",
"FileSystemType": "LUSTRE",
"FileSystemTypeVersion": "2.12",
"Lifecycle": "CREATING",
"StorageCapacity": 3600,
"VpcId": "vpc-123456",
"SubnetIds": [

"subnet-123456"
1,
"NetworkInterfaceIds": [

"eni-039fcf55123456789"
1,
"DNSName": "fs-0123456789abcdef@.fsx.us-east-2.amazonaws.com",
"ResourceARN": "arn:aws:fsx:us-east-2:123456:file-system/

fs-0123456789abcdef@",

"Tags": [

{

"Key": "Name",
"Value": "Lustre-TEST-1"

1,

"LustreConfiguration": {
"DeploymentType": "PERSISTENT_1",
"DataCompressionType": "LZ4",
"PerUnitStorageThroughput": 50

También puede cambiar la configuracion de compresion de datos de sus sistemas de archivos
existentes. Al activar la compresion de datos en un sistema de archivos existente, solo se comprimen
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los archivos recién escritos y no se comprimen los existentes. Para obtener mas informacion,
consulte Comprimir archivos escritos anteriormente.

Para actualizar la compresion de datos de un sistema de archivos existente (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. Vaya a Sistemas de archivos y elija el sistema de archivos de Lustre para el cual desea
administrar la compresion de datos.

En Acciones, elija Actualizar el tipo de compresion de datos.

4. En el cuadro de dialogo Actualizar el tipo de compresion de datos, seleccione LZ4 para activar la
compresion de datos o NONE para desactivarla.

5. Elija Actualizar.

6. Puede supervisar el progreso de la actualizacion en la pagina de informacion de los Sistemas de
archivos, en la pestana Actualizaciones.

Para actualizar la compresion de datos de un sistema de archivos existente (CLI)

Para actualizar la configuracién de compresion de datos de un sistema de archivos de FSx
para Lustre existente, utilice el comando AWS CLI update-file-system. Establezca los siguientes
parametros:

» Establezca --file-system-id en el ID del sistema de archivos que va a actualizar.

» Establezca --lustre-configuration DataCompressionType a NONE para desactivar la
compresion de datos o LZ4 para activar la compresion de datos con el algoritmo LZ4.

Este comando especifica que la compresion de datos se activa con el algoritmo LZ4.

$ aws fsx update-file-system \
--file-system-id fs-0123456789abcdef® \
--lustre-configuration DataCompressionType=LZ4

Configuracion de la compresion de datos al crear un sistema de archivos a partir de
una copia de seguridad

Puede utilizar una copia de seguridad disponible para crear un nuevo sistema de archivos Amazon
FSx para Lustre. Al crear un nuevo sistema de archivos a partir de una copia de seguridad, no
es necesario especificar el DataCompressionType; la configuracion se aplicara utilizando
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la configuracion DataCompressionType de la copia de seguridad. Si decide especificar el
DataCompressionType al crear desde copia de seguridad, el valor debe coincidir con la
configuracion del DataCompressionType de la copia de seguridad.

Para ver la configuracion de una copia de seguridad, seleccionela en la pestafna Copias de seguridad
de la consola de Amazon FSx. Los detalles de la copia de seguridad apareceran en la pagina
Resumen de la copia de seguridad. También puedes ejecutar el comando describe-backups

AWS CLI (la accion equivalente de la APl es DescribeBackups).

Comprimir archivos escritos anteriormente

Los archivos no se comprimen si se crearon cuando la compresidon de datos estaba desactivada
en el sistema de archivos Amazon FSx para Lustre. Activar la compresion de datos no comprimira
automaticamente los datos existentes sin comprimir.

Puede usar el comando 1fs_migrate que se instala como parte de la instalacion del cliente Lustre
para comprimir los archivos existentes. Para ver un ejemplo, consulte Compresion FSXL disponible
en GitHub.

Visualizacion del tamano de los archivos

Puede utilizar los siguientes comandos para ver los tamanos sin comprimir y comprimidos de sus
archivos y directorios.

* du muestra los tamafios comprimidos.
* du --apparent-size muestra los tamafos sin comprimir.

* 1s -1 muestra los tamafnos sin comprimir.

Los siguientes ejemplos muestran la salida de cada comando con el mismo archivo.

$ du -sh samplefile

272M samplefile

$ du -sh --apparent-size samplefile

1.0G samplefile

$ 1s -1h samplefile

-rw-r--r-- 1 root root 1.0G May 10 21:16 samplefile

La opcion -h es util para estos comandos porque imprime los tamanos en un formato legible para las
personas.
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Uso de métricas de CloudWatch

Puede utilizar las métricas de los Registros de Amazon CloudWatch para ver el uso del sistema de
archivos. La métrica LogicalDiskUsage muestra el uso total del disco logico (sin compresion) y
la métrica PhysicalDiskUsage muestra el uso total del disco fisico (con compresion). Estas dos
métricas solo estan disponibles si el sistema de archivos tiene habilitada la compresion de datos o si
la tenia habilitada anteriormente.

Puede determinar la relacion de compresion de su sistema de archivos dividiendo el Sum de la
estadistica LogicalDiskUsage entre el Sum de la estadistica PhysicalDiskUsage.

Para obtener mas informacién sobre la supervision del rendimiento del sistema de archivos, consulte
Supervision de sistemas de archivos de Amazon FSx para Lustre.

Root squash de Lustre

Root squash es una caracteristica administrativa que agrega una capa adicional de control de
acceso a archivos sobre el actual control de acceso basado en red y los permisos de archivos
POSIX. Utilizando la caracteristica Root squash, puede restringir el acceso a nivel de raiz de los
clientes que intentan acceder a su sistema de archivos de FSx para Lustre como raiz.

Los permisos de usuario raiz son necesarios para realizar acciones administrativas, tales como

la gestidon de permisos en sistemas de archivos de FSx para Lustre. Sin embargo, el acceso raiz
proporciona acceso sin restricciones a los usuarios, permitiéndoles saltarse las comprobaciones
de permisos para acceder, modificar o borrar objetos del sistema de archivos. Con la caracteristica
root squash, puede evitar el acceso no autorizado o la eliminacion de datos especificando un ID de
usuario (UID) y un ID de grupo (GID) que no sean raiz para su sistema de archivos. Los usuarios
raiz que accedan al sistema de archivos se convertiran automaticamente en el usuario/grupo
especificado con menos privilegios y con permisos limitados establecidos por el administrador del
almacenamiento.

La caracteristica root squash también permite, de forma opcional, proporcionar una lista de clientes
a los que no afecta la configuracién de root squash. Estos clientes pueden acceder al sistema de
archivos como raiz, con privilegios sin restricciones.

Temas

« Como funciona Root Squash

» Administracién de root squash
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Como funciona Root Squash

La caracteristica root squash funciona reasignando el identificador de usuario (UID) y el identificador
de grupo (GID) del usuario raiz a un UID y GID especificados por el administrador del sistema de
Lustre. La caracteristica root squash también permite especificar, de forma opcional, un conjunto de
clientes a los que no se aplica la reasignacion de UID/GID.

Cuando se crea un nuevo sistema de archivos de FSx para Lustre, root squash esta deshabilitado de
forma predeterminada. Para activar root squash, configure un UID y GID root squash para su sistema
de archivos de FSx para Lustre. Los valores UID y GID son numeros enteros que pueden oscilar
entre @y 4294967294:

* Un valor distinto de cero para UID y GID habilita el root squash. Los valores UID y GID pueden ser
diferentes, pero cada uno debe ser un valor distinto de cero.

* Un valor de @ (cero) para UID y GID indica raiz, y por lo tanto desactiva la caracteristica root
squash.

Durante la creacion del sistema de archivos, puede usar la consola de Amazon FSx para
proporcionar los valores UID y GID del root squash en la propiedad Root Squash, como se muestra
en Para habilitar la caracteristica root squash al crear un sistema de archivos (consola). También
puede usar el parametro RootSquash con la AWS CLI o la API para proporcionar los valores UID y
GID, como se muestra en Para habilitar la caracteristica root squash al crear un sistema de archivos

(cL).

Opcionalmente, también puede especificar una lista de NID de clientes para los que no se aplique
root squash. Un NID de cliente es un identificador de red de Lustre usado para identificar de
forma unica a un cliente. Puede especificar el NID como una direccién unica o como un rango de
direcciones:

« Una direccion unica se describe en el formato NID estandar de Lustre especificando la direccién IP
del cliente seguida del identificador de red de Lustre (por ejemplo, 10.0.1.6@tcp).

* Un rango de direcciones se describe utilizando un guion para separar el rango (por ejemplo,
10.0.[2-10].[1-255]@tcp).

+ Si no especifica ningun NID de cliente, no habra excepciones al root squash.

Al crear o actualizar el sistema de archivos, puede usar la propiedad Excepciones a Root Squash de
la consola de Amazon FSx para proporcionar la lista de NID de los clientes. En la AWS CLI o la API,

Como funciona Root Squash 248



FSx para Lustre Guia del usuario de Lustre

use el parametro NoSquashNids. Para obtener mas informacion, consulte los procedimientos en
Administracion de root squash.

Administracion de root squash

De forma predeterminada, root squash esta deshabilitada durante la creacién de sistemas de
archivos. Puede habilitar la caracteristica root squash al crear un nuevo sistema de archivos de
Amazon FSx para Lustre desde la consola de Amazon FSx, la AWS CLI o la API.

Para habilitar la caracteristica root squash al crear un sistema de archivos (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. Siga el procedimiento para crear un nuevo sistema de archivos que se describe en Paso 1: crear
un sistema de archivos FSx para Lustre en la seccion Primeros pasos.

3. Abra la seccidon Root Squash: opcional.

4. En el caso de Root Squash, proporcione los identificadores de usuario y grupo con los que el
usuario raiz puede acceder al sistema de archivos. Puede especificar cualquier numero entero
en elrango de 1 a 4294967294:

1. Para identificador de usuario, especifique el identificador de usuario que debe usar el usuario
raiz.

2. Para identificador de grupo, especifique el identificador de grupo que debe usar el usuario
raiz.

5. (Opcional) Para las excepciones a Root Squash, haga lo siguiente:

1. Seleccione Agregar direccion de cliente.

2. En el campo Direcciones de los clientes, especifique la direccion IP de un cliente al que no
se aplica root squash. Para obtener informacién sobre el formato de la direccién IP, consulte
Cbémo funciona Root Squash.

3. Repita el procedimiento segun sea necesario para agregar mas direcciones IP de clientes.
6. Complete el asistente igual que cuando crea un nuevo sistema de archivos.
7. Elija Review and create.

8. Revise la configuracién que eligioé para el sistema de archivos Amazon FSx para Lustre y, a
continuacion, elija Create file system.

Cuando el sistema de archivos esta disponible, root squash esta activada.
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Para habilitar la caracteristica root squash al crear un sistema de archivos (CLI)

« Para crear un sistema de archivos de FSx para Lustre con root squash activado,
utilice el comando CLI create-file-system de Amazon FSx con el parametro el

RootSquashConfiguration. La operacion de API correspondiente es CreateFileSystem.

En el parametro RootSquashConfiguration, elija las siguientes opciones:

* RootSquash: Los valores UID:GID separados por dos puntos que especifican el ID de
usuario y el ID de grupo que debe utilizar el usuario raiz. Puede especificar cualquier numero
entero en el rango de 0-4294967294 (0 es raiz) para cada ID (por ejemplo, 65534 :65534).

* NoSquashNids: especifique los identificadores de red (NID) de Lustre de los clientes a los
qgue no se aplicara la caracteristica root squash. Para obtener informacion sobre el formato de
NID del cliente, consulte Como funciona Root Squash.

En el siguiente ejemplo, se crea un sistema de archivos de FSx para Lustre con root squash
activado:

$ aws fsx create-file-system \
--client-request-token CRT1234 \
--file-system-type LUSTRE \
--file-system-type-version 2.15 \
--lustre-configuration
"DeploymentType=PERSISTENT_2,PerUnitStorageThroughput=250,DataCompressionType=LZ4,
\
RootSquashConfiguration={RootSquash="65534:65534",\
NoSquashNids=["10.216.123.47@tcp", "10.216.12.176@tcp"]1}" \
--storage-capacity 2400 \
--subnet-ids subnet-123456 \
--tags Key=Name,Value=Lustre-TEST-1 \
--region us-east-2

Después de crear correctamente el sistema de archivos, Amazon FSx devuelve la descripcion del
sistema de archivos como JSON, tal y como se muestra en el siguiente ejemplo.

"FileSystems": [
{
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"OwnerId": "111122223333",
"CreationTime": 1549310341.483,
"FileSystemId": "fs-0123456789abcdef0",
"FileSystemType": "LUSTRE",
"FileSystemTypeVersion": "2.15",
"Lifecycle": "CREATING",
"StorageCapacity": 2400,
"VpcId": "vpc-123456",
"SubnetIds": [
"subnet-123456"
1,
"NetworkInterfaceIds": [
"eni-039fcf55123456789"

1,
"DNSName": "fs-0123456789abcdef@.fsx.us-east-2.amazonaws.com",
"ResourceARN": "arn:aws:fsx:us-east-2:123456:file-system/
fs-0123456789abcdef@",
"Tags": [
{
"Key": "Name",
"Value": "Lustre-TEST-1"
}
1,

"LustreConfiguration": {
"DeploymentType": "PERSISTENT_2",
"DataCompressionType": "LZ4",
"PerUnitStorageThroughput": 250,
"RootSquashConfiguration": {
"RootSquash": "65534:65534",
"NoSquashNids": "10.216.123.47@tcp 10.216.29.176@tcp"

También puede actualizar la configuracion de root squash del sistema de archivos actual mediante la
consola de Amazon FSx, la AWS CLI o la API. Por ejemplo, puede cambiar los valores de UID y GID
de root squash, afadir o eliminar los NID de cliente o deshabilitar root squash.

Cdmo actualizar la configuracion de root squash en un sistema de archivos existente (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.
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2. Vaya a Sistemas de archivos y elija el sistema de archivos de Lustre para el que desee gestionar
root squash.

3. En Acciones, elija Actualizar root squash. O bien, en el panel de Resumen, seleccione Actualizar
junto al campo Root Squash del sistema de archivos para que aparezca el cuadro de dialogo
Actualizar configuracion de Root Squash.

4. En el caso de Root Squash, actualice los identificadores de usuario y grupo con los que el
usuario raiz puede acceder al sistema de archivos. Puede especificar cualquier numero entero
en el rango de @ a 4294967294. Para deshabilitar root squash, especifique @ (cero) para ambos
identificadores.

1. Para identificador de usuario, especifique el identificador de usuario que debe usar el usuario
raiz.

2. Para identificador de grupo, especifique el identificador de grupo que debe usar el usuario
raiz.

5. Para las excepciones a Root Squash, haga lo siguiente:

1. Seleccione Agregar direccion de cliente.

2. En el campo Direcciones de clientes, especifique la direccion IP de un cliente al que no se
aplica root squash.

3. Repita el procedimiento segun sea necesario para agregar mas direcciones IP de clientes.

6. Elija Actualizar.

(® Note

Si la funcidn root squash esta habilitada y desea deshabilitarla, elija Deshabilitar en lugar
de realizar los pasos 4 a 6.

Puede supervisar el progreso de la actualizacidén en la pagina de informacién de los Sistemas de
archivos, en la pestana Actualizaciones.

Cdmo actualizar la configuracion de root squash en un sistema de archivos (CLI) existente

Para actualizar la configuracidén de root squash para un sistema de ficheros FSx para Lustre
existente, utilice el comando AWS CLI update-file-system. La operacion de API correspondiente es
UpdateFileSystem.
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Establezca los siguientes parametros:

» Establezca --file-system-id en el ID del sistema de archivos que va a actualizar.

 Establezca las opciones --lustre-configuration RootSquashConfiguration dela
siguiente manera:

* RootSquash: Establezca los valores UID:GID separados por dos puntos que especifican el ID
de usuario y el ID de grupo que debe utilizar el usuario raiz. Puede especificar cualquier numero
entero en el rango de 0-4294967294 (0 es raiz) para cada ID. Para deshabilitar root squash,
especifique 0:0 para los valores de UID:GID.

* NoSquashNids: especifique los identificadores de red (NID) de Lustre de los clientes a los que
no se aplicara la caracteristica root squash. Use [ ] para eliminar todos los NID de cliente, lo que
significa que no habra excepciones para root squash.

Este comando especifica que root squash esta habilitado usando 65534 como valor para el ID de
usuario y el ID de grupo del usuario raiz.

$ aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--lustre-configuration RootSquashConfiguration={RootSquash="65534:65534", \
NoSquashNids=["10.216.123.47@tcp", "10.216.12.176@tcp"]1}

Si el comando tiene éxito, Amazon FSx para Lustre devuelve la respuesta en formato JSON.

Puede ver la configuracidén de root squash del sistema de archivos en el panel de Resumen
de la pagina de detalles del sistema de archivos de la consola de Amazon FSx o en respuesta
a un comando de describe-file-systems de la CLI (la accién de API equivalente es
DescribeFileSystems).

Estado del sistema de archivos de FSx para Lustre

Puede visualizar el estado de un sistema de archivos de Amazon FSx mediante la consola
de Amazon FSx, el comando de AWS CLI describe-file-systems o la operacion de API
DescribeFilesystems.
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Estado del sistema de archivos Descripcién

DISPONIBLE El sistema de archivos se encuentra en buen
estado y esta accesible y disponible para su
uso.

EN CREACION Amazon FSx esta creando un nuevo sistema
de archivos.

ELIMINANDO Amazon FSx esta eliminando un sistema de

archivos existente.

ACTUALIZANDO El sistema de archivos esta siendo objeto de
una actualizacion iniciada por el cliente.

MAL CONFIGURADO El sistema de archivos esta mal configurado,
pero es recuperable.

FALLA Este estado puede significar cualquiera de los
siguientes:

» El sistema de archivos ha generado un error
y Amazon FSx no puede recuperarlo.

» Al crear un nuevo sistema de archivos,
Amazon FSx no pudo crear el sistema de
archivos.

Etiquetar los recursos de Amazon FSx para Lustre

Para ayudarlo a administrar sus sistemas de archivos y otros recursos de Amazon FSx para Lustre,
puede asignar sus propios metadatos a cada recurso en forma de etiquetas. Las etiquetas le
permiten clasificar los recursos de AWS de diversas maneras, por ejemplo, segun su finalidad,
propietario o entorno. Esto es util cuando tiene muchos recursos del mismo tipo: puede identificar
rapidamente un recurso especifico en funcién de las etiquetas que le haya asignado. En este tema
se describe qué son las etiquetas y como crearlas.

Temas
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» Conceptos basicos de etiquetas

» Como etiquetar los recursos

» Restricciones de las etiquetas

» Permisos y etiqueta

Conceptos basicos de etiquetas

Una etiqueta es una marca que se asigna a un recurso de AWS. Cada etiqueta esta formada por una
clave y un valor opcional, ambos definidos por el usuario.

Las etiquetas le permiten clasificar los recursos de AWS de diversas maneras, por ejemplo, segun su
finalidad, propietario o entorno. Por ejemplo, podria definir un conjunto de etiquetas para los sistemas
de archivos de Amazon FSx para Lustre de su cuenta que lo ayuden a realizar un seguimiento del
propietario y el nivel de pila de cada instancia.

Recomendamos que idee un conjunto de claves de etiqueta que cumpla sus necesidades para cada
tipo de recurso. Mediante el uso de un conjunto coherente de claves de etiquetas, podra administrar
los recursos mas facilmente. Puede buscar y filtrar los recursos en funcion de las etiquetas que
agregue.

Las etiquetas no tienen ningun significado semantico para Amazon FSx, por lo que se interpretan
estrictamente como cadenas de caracteres. Ademas, las etiquetas no se asignan a los recursos
automaticamente. Puede editar las claves y los valores de las etiquetas y también puede eliminar
etiquetas de un recurso en cualquier momento. Puede establecer el valor de una etiqueta como una
cadena vacia, pero no puede asignarle un valor nulo. Si afade una etiqueta con la misma clave que
una etiqueta existente en ese recurso, el nuevo valor sobrescribira al antiguo. Si elimina un recurso,
también se eliminara cualquier etiqueta asignada a dicho recurso.

Si utiliza la API de Amazon FSx para Lustre, la CLI AWS o un SDK AWS, puede usar la accion
TagResource de la API para aplicar etiquetas a los recursos existentes. Ademas, algunas acciones
de creacion de recursos le permiten especificar etiquetas para un recurso al crear dicho recurso. Si
no se pueden aplicar etiquetas durante la creacidn del recurso, el proceso de creacion del recurso
se revierte. Esto garantiza que los recursos se creen con etiquetas o, de lo contrario, no se creen

Yy que ningun recurso se quede jamas sin etiquetar. Al etiquetar los recursos en el momento de su
creacion, se eliminar la necesidad de ejecutar scripts de etiquetado personalizados tras la creacion
del recurso. Para obtener mas informacion acerca de cdmo habilitar a los usuarios para etiquetar
recursos al crearlos, consulte Conceder permisos para etiquetar recursos durante la creacion.
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Como etiquetar los recursos

Puede etiquetar los recursos de Amazon FSx para Lustre que existen en la cuenta. Si utiliza

la consola de Amazon FSx, puede aplicar etiquetas a los recursos mediante la pestafia Tags
(Etiquetas) de la pantalla correspondiente al recurso. Al crear recursos, puede aplicar la clave de
Name (Nombre) con un valor y puede aplicar las etiquetas que desee al crear un nuevo sistema
de archivos. La consola puede organizar los recursos segun la etiqueta de Name (Nombre), si bien
dicha etiqueta no tiene significado semantico para el servicio de Amazon FSx para Lustre.

En sus politicas de IAM, puede aplicar permisos de nivel de recursos basados en etiquetas a las
acciones de la APl de Amazon FSx para Lustre que admitan el etiquetado durante la creacion

para implementar un control detallado de los usuarios y los grupos que pueden etiquetar recursos
durante su creacion. Sus recursos estan debidamente protegidos frente a la creacion; las etiquetas
se aplican inmediatamente a los recursos, por lo que cualquier permiso de nivel de recursos basado
en etiquetas que controle el uso de los recursos es efectivo inmediatamente. Se puede realizar un
seguimiento y un registro mas precisos de los recursos. Puede establecer el etiquetado obligatorio de
los nuevos recursos y controlar qué claves y valores de etiquetas se usan en ellos.

También puede aplicar permisos de nivel de recursos para las acciones TagResourcey
UntagResource de la APl de Amazon FSx para Lustre en las politicas de IAM para controlar qué
claves y valores de etiquetas se usan en los recursos existentes.

Para obtener mas informacién acerca del etiquetado de recursos para facturacion, consulte Uso de
etiquetas de asignacion de costos en la Guia del usuario de AWS Billing.

Restricciones de las etiquetas

Se aplican las siguientes restricciones basicas a las etiquetas:

* Numero maximo de etiquetas por recurso: 50

» Para cada recurso, cada clave de etiqueta debe ser unica y solo puede tener un valor.
» Longitud maxima de la clave: 128 caracteres Unicode en UTF-8

» Longitud maxima del valor: 256 caracteres Unicode en UTF-8

» Los caracteres permitidos para las etiquetas de Amazon FSx para Lustre son: letras, numeros y
espacios representables en UTF-8, ademas de los siguientes caracteres: +-=._:/ @.

» Las claves y los valores de las etiquetas distinguen entre mayusculas y minusculas.
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+ El prefijo aws : se reserva para uso de AWS. Si la etiqueta tiene una clave de etiqueta con este
prefijo, no puede editar ni eliminar la clave o el valor de la etiqueta. Las etiquetas que tengan el
prefijo aws : no cuentan para el limite de etiquetas por recurso.

No puede eliminar un recurso basandose unicamente en sus etiquetas; debe especificar el
identificador del recurso. Por ejemplo, para eliminar un sistema de archivos etiquetado con una clave
de etiqueta llamada DeleteMe, debe utilizar la accion DeleteFileSystem con el identificador de
recurso del sistema de archivos, como fs-1234567890abcdefO.

Cuando etiqueta recursos publicos o compartidos, las etiquetas que asigne solo estan disponibles
para su Cuenta de AWS; ninguna otra Cuenta de AWS tendra acceso a esas etiquetas. Para el
control de acceso a recursos compartidos basado en etiquetas, cada Cuenta de AWS debe asignar
su propio conjunto de etiquetas para controlar el acceso al recurso.

Permisos y etiqueta

Para obtener mas informacion sobre los permisos necesarios para etiquetar los recursos de Amazon
FSx en el momento de la creacion, consulte Conceder permisos para etiquetar recursos durante

la creacion. Para obtener mas informacion sobre el uso de etiquetas para restringir el acceso a los
recursos de Amazon FSx en las politicas de IAM, consulte Uso de etiquetas para controlar el acceso

a tus FSx recursos de Amazon.

Periodos de mantenimiento de Amazon FSx para Lustre

Amazon FSx para Lustre realiza parches de software rutinarios para el software de Lustre que
administra. Los parches se aplican con poca frecuencia, normalmente una vez cada varias semanas.
El periodo de mantenimiento es su oportunidad de controlar el dia y la hora de la semana en que

se realizara la aplicacion de los parches de software. El periodo de mantenimiento se selecciona
durante la creacién del sistema de ficheros. Si no tiene preferencia horaria, se le asigna un periodo
predeterminado de 30 minutos.

La aplicacion de parches deberia requerir solo una fraccion del periodo de mantenimiento

de 30 minutos. Durante estos pocos minutos, su sistema de archivos no estara disponible
temporalmente. Las operaciones de archivo realizadas por los clientes mientras el sistema de
archivos no esta disponible se reintentaran de forma transparente y finalmente tendran éxito una
vez completado el mantenimiento. Tenga en cuenta que la caché en memoria se borrara durante el
mantenimiento, lo que generara latencias mas altas hasta que se complete el mantenimiento.
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FSx para Lustre le permite ajustar su ventana de mantenimiento segun sea necesario para adaptarse
a su carga de trabajo y sus requisitos operativos. Puede cambiar su periodo de mantenimiento con la
frecuencia que necesite, siempre que se programe un periodo de mantenimiento al menos una vez
cada 14 dias. Si se publica un parche y no ha programado un periodo de mantenimiento en un plazo
de 14 dias, FSx para Lustre procedera al mantenimiento del sistema de archivos para garantizar su
seguridad y fiabilidad.

Puede usar la consola de administraciéon de Amazon FSx, AWS CLI, la APl AWS o uno de los SDK
AWS para cambiar el periodo de mantenimiento de sus sistemas de archivos.

Para cambiar el periodo de mantenimiento mediante la consola

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, elija Sistema de archivos.

3. Elija el sistema de archivos para el que desea cambiar el periodo de mantenimiento. Aparecera
la pagina de detalles del sistema de archivos.

4. Seleccione la pestafia Mantenimiento. Aparece el panel de Configuracién del periodo de
mantenimiento.

5. Seleccione Editar e introduzca el nuevo dia y hora en que desea que comience el periodo de
mantenimiento.

6. Elija Guardar para guardar los cambios. La nueva hora de inicio del mantenimiento se muestra
en el panel de Configuracion.

Puede cambiar el periodo de mantenimiento del sistema de archivos mediante el comando CLI
update-file-system. Ejecute el siguiente comando y sustituya el ID del sistema de archivos por el ID

de su sistema de archivos y la fecha y la hora en las que desee iniciar el periodo.

aws fsx update-file-system --file-system-id fs-01234567890123456 --lustre-configuration
WeeklyMaintenanceStartTime=1:01:30

Administracion de versiones de Lustre

FSx para Lustre actualmente admite varias versiones de Lustre con soporte a largo plazo (LTS)
publicadas por la comunidad de Lustre. Las versiones LTS mas recientes ofrecen ventajas como
mejoras de rendimiento, nuevas caracteristicas y compatibilidad con las versiones mas recientes
del nucleo de Linux para sus instancias de cliente. Puede actualizar sus sistemas de archivos a las
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versiones mas recientes de Lustre en cuestion de minutos con los SDK Consola de administracion de
AWS, AWS CLI o AWS.

FSx para Lustre actualmente es compatible con las versiones LTS 2.10, 2.12 y 2.15 de Lustre.
Puede determinar la version LTS de sus sistemas de archivos FSx para Lustre mediante Consola de
administracion de AWS o mediante el comando AWS CLI describe-file-systems.

Antes de realizar la actualizacion de una version de Lustre, recomendamos que siga los pasos
descritos en Practicas recomendadas para la actualizacion de versiones de Lustre.

Temas

» Practicas recomendadas para la actualizacion de versiones de Lustre

 Aplicacion de la actualizacion

Practicas recomendadas para la actualizacion de versiones de Lustre

Recomendamos seguir estas practicas recomendadas antes de actualizar la version de Lustre de su
sistema de archivos FSx para Lustre:

* Pruebe en un entorno que no sea de produccién: pruebe una actualizacion de la version de Lustre
en un duplicado de su sistema de archivos de produccién antes de actualizar su sistema de
archivos de produccion. Esto garantiza un proceso de actualizacion fluido para su carga de trabajo
de produccién.

» Garantice la compatibilidad con los clientes: compruebe que las versiones del nucleo de Linux que
se ejecutan en sus instancias cliente sean compatibles con la version de Lustre a la que planea
actualizar. Para obtener mas informacién, consulte Compatibilidad con sistemas de archivos de
Lustre y kernel de clientes.

« Haga una copia de seguridad de sus datos:

» Para sistemas de archivos no vinculados a S3: es recomendable que cree una copia de
seguridad de FSx antes de actualizar la versidon de Lustre a fin de tener un punto de restauracion
conocido para el sistema de archivos. Si las copias de seguridad diarias automaticas estan
habilitadas en su sistema de archivos, Amazon FSx creara automaticamente una copia de
seguridad de su sistema de archivos antes de la actualizacién.

» Para los sistemas de archivos vinculados a S3, le recomendamos que se asegure de que
todos los cambios se hayan exportado a S3 antes de realizar la actualizacion. Si ha activado
la exportacion automatica, compruebe que la métrica Age0Of0OldestQueuedMessage de

exportacion automatica sea cero para confirmar que todos los cambios se han exportado
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correctamente a S3. Si no ha activado la exportaciéon automatica, puede ejecutar una
exportacion manual de tareas de repositorio de datos (DRT) para sincronizar el sistema de
archivos con el bucket de S3 antes de realizar la actualizacion.

Aplicacion de la actualizacion

Para actualizar su sistema de archivos FSx para Lustre a una version mas reciente, siga los pasos
que se indican:

1. Desmonte todos los clientes: antes de iniciar la actualizacion, debe desmontar el sistema de
archivos de todas las instancias de clientes que accedan a su sistema de archivos. Puede
comprobar que todos los clientes se han desmontado correctamente mediante la métrica
ClientConnections de Amazon CloudWatch; esta métrica debe mostrar cero conexiones.
El proceso de actualizacion no continuara si algun cliente permanece conectado al sistema de
archivos.

Puede ver la lista de identificadores de red (NID) de los clientes conectados al sistema de
archivos en el archivo de . fsx/clientConnections almacenado en la raiz del sistema de
archivos. Este archivo se actualiza cada 5 minutos. Puede utilizar el comando cat para mostrar
el contenido del archivo, como en este ejemplo:

cat /test/.fsx/clientConnections

2. Actualizacion de la version de FSx: puede actualizar la version de Lustre de su sistema de
archivos de FSx para Lustre mediante la consola Amazon FSx, la AWS CLI o la APl de Amazon
FSx. Le recomendamos que actualice sus sistemas de archivos a la ultima version de Lustre
compatible con FSx para Lustre.

Para actualizar la version de Lustre de un sistema de archivos (consola)

a. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

b. En el panel de navegacion, elija Sistemas de archivos. En la lista Sistemas de archivos, elija
el sistema de archivos de FSx para Lustre al que desee actualizar la versidon de Lustre.

c. En Acciones, seleccione Actualizar la version de Lustre del sistema de archivos. O bien, en
el panel Resumen, seleccione Actualizar junto al campo IOPS de metadatos del sistema
de archivos. Aparece el cuadro de dialogo Actualizar la version de Lustre del sistema
de archivos. Aparece el cuadro de dialogo Actualizar la version de Lustre del sistema de
archivos.
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d. En el campo Seleccione una nueva version de Lustre, elija una version de Lustre. El valor
que elija debe ser mas reciente que la versidn actual de Lustre.

e. Elija Actualizar.

Para actualizar la version Lustre de un sistema de archivos (CLI)

Para actualizar la version Lustre de un sistema de archivos de FSx para Lustre, utilice el
comando de AWS CLI update-file-system. (La accion de API equivalente es UpdateFileSystem).
Establezca los siguientes parametros:

» Establezca --file-system-id en el ID del sistema de archivos que va a actualizar.

+ Establezca --file-system-type-version a una version de Lustre mas reciente para el
sistema de archivos que esta actualizando.

El siguiente ejemplo actualiza la version Lustre del sistema de archivos de la 2.12 a la 2.15:

aws fsx update-file-system \
--file-system-id fs-0123456789abcdefo \
--file-system-type-version "2.15"

3. Montar todos los clientes: puede monitorear el progreso de las actualizaciones de las versiones
de Lustre mediante la pestaina Actualizaciones de la consola Amazon FSx o describe-file-
systems en AWS CLI. Una vez que el estado de la actualizacién de la version de Lustre sea
Completed, podra volver a montar de forma segura el sistema de archivos en las instancias de
sus clientes y reanudar su carga de trabajo.

Eliminacion de un sistema de archivos

Puede eliminar un sistema de archivos Amazon FSx para Lustre mediante la consola Amazon FSx,

la AWS CLI, y la API de Amazon FSx. Antes de eliminar un sistema de archivos de FSx para Lustre,
debe desmontarlo de todas las instancias de Amazon EC2 conectadas. En los sistemas de archivos
enlazados a S3, para garantizar que todos los datos se vuelvan a escribir en S3 antes de eliminar el
sistema de archivos, puede controlar que la métrica AgeOfoldestQueuedMessage sea cero (si utiliza

la exportacién automatica) o puede ejecutar una tarea de exportacion de repositorios de datos. Si

tiene habilitada la exportacién automatica y desea utilizar una tarea de exportacion de repositorios
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de datos, debe deshabilitar la exportacion automatica antes de ejecutar la tarea de exportacion de
repositorios de datos.

Para eliminar un sistema de archivos después de desmontarlo de cada instancia de Amazon EC2:

« Usando la consola: siga el procedimiento descrito en Paso 5: Limpieza de recurso.

» Usando la API o la CLI: utilice la operacion de la API DeleteFileSystem o el comando CLI delete-
file-system.
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Proteccion de los datos con copias de seguridad

Con Amazon FSx for Lustre, puede realizar copias de seguridad automaticas diarias y copias de
seguridad iniciadas por el usuario de sistemas de archivos persistentes que no estén vinculados a un
repositorio de datos duradero de Amazon S3. Las FSx copias de seguridad file-system-consistent de
Amazon son muy duraderas e incrementales. Para garantizar una alta durabilidad, Amazon FSx for
Lustre almacena las copias de seguridad en Amazon Simple Storage Service (Amazon S3) con una
durabilidad del 99,19% (11 9 unidades).

FSx En el caso de Lustre, las copias de seguridad del sistema de archivos son copias de seguridad
incrementales y basadas en bloques, independientemente de que se generen mediante la funcion
de copia de seguridad automatica diaria 0 mediante la funcion de copia de seguridad iniciada por

el usuario. Esto significa que cuando realizas una copia de seguridad, Amazon FSx compara los
datos de tu sistema de archivos con la copia de seguridad anterior a nivel de bloque. A continuacion,
Amazon FSx guarda una copia de todos los cambios a nivel de bloque en la nueva copia de
seguridad. Los datos a nivel de bloque que permanecen inalterados desde la copia de seguridad
anterior no se almacenan en la nueva copia de seguridad. La duracién del proceso de copia de
seguridad depende de la cantidad de datos que hayan cambiado desde que se realizo la ultima copia
de seguridad y es independiente de la capacidad de almacenamiento del sistema de archivos. La
siguiente lista muestra los tiempos de copia de seguridad en diferentes circunstancias:

» La copia de seguridad inicial de un sistema de archivos completamente nuevo con muy pocos
datos tarda unos minutos en completarse.

» La copia de seguridad inicial de un nuevo sistema de archivos realizada después TBs de cargar
los datos tarda horas en completarse.

» Una segunda copia de seguridad del sistema de archivos con datos que TBs implique cambios
minimos en los datos a nivel de bloque (relativamente pocas creaciones o modificaciones) tarda
unos segundos en completarse.

» Una tercera copia de seguridad del mismo sistema de archivos después de afadir y modificar una
gran cantidad de datos tarda horas en completarse.

Cuando se elimina una copia de seguridad, solo se borran los datos que son unicos de dicha copia
de seguridad. Cada copia de seguridad de Lustre contiene toda la informacion necesaria FSx para
crear un nuevo sistema de archivos a partir de la copia de seguridad y restaurar de forma efectiva
una point-in-time instantanea del sistema de archivos.
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Crear copias de seguridad periddicas para el sistema de archivos es una practica recomendada que
complementa la replicacion que Amazon FSx for Lustre realiza en el sistema de archivos. FSx Las
copias de seguridad de Amazon ayudan a satisfacer sus necesidades de cumplimiento y retencién
de copias de seguridad. Trabajar con las copias de seguridad de Amazon FSx for Lustre es facil, ya
sea para crear copias de seguridad, copiar una copia de seguridad, restaurar un sistema de archivos
a partir de una copia de seguridad o eliminar una copia de seguridad.

Los sistemas de archivos temporales no son compatibles con las copias de seguridad, ya que estos
sistemas de archivos estan disefiados para almacenamiento temporal y procesamiento de datos

de corto plazo. Las copias de seguridad no se admiten en los sistemas de archivos vinculados a un

bucket de Amazon S3 porque este sirve como repositorio de datos principal y el sistema de archivos
de Lustre no contiene necesariamente el conjunto de datos completo en un momento dado.

Temas

» Soporte de Backup FSx para Lustre

» Trabajo con copias de seguridad diarias automaticas

« Trabajo con copias de seguridad iniciadas por el usuario

» Uso AWS Backup con Amazon FSx

» Copiar copias de seguridad

» Copiar copias de seguridad dentro de la misma Cuenta de AWS

» Restauracion de copias de seguridad

» Eliminacién de copias de seguridad

Soporte de Backup FSx para Lustre

Las copias de seguridad solo se admiten en FSx los sistemas de archivos persistentes de Lustre que
no estén vinculados a un repositorio de datos de Amazon S3.

Amazon FSx no admite copias de seguridad en sistemas de archivos temporales porque los sistemas
de archivos temporales estan disefiados para el almacenamiento temporal y el procesamiento de
datos a corto plazo. Amazon FSx no admite copias de seguridad en sistemas de archivos vinculados
a un bucket de Amazon S3 porque el bucket S3 sirve como repositorio de datos principal y el sistema
de archivos no contiene necesariamente el conjunto de datos completo en un momento dado. Para
obtener mas informacion, consulte Opciones de clase de implementacion y almacenamiento y Uso

de repositorios de datos.
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Trabajo con copias de seguridad diarias automaticas

Amazon FSx for Lustre puede realizar una copia de seguridad automatica diaria de su sistema de
archivos. Estas copias de seguridad diarias automaticas se producen durante el periodo de copias
de seguridad diarias que se establecio al crear el sistema de archivos. En algun momento durante
el periodo de copias de seguridad diarias, I/O es posible que el almacenamiento se suspenda
brevemente mientras se inicializa el proceso de copia de seguridad (normalmente durante menos
de unos segundos). Al elegir la ventana de copia de seguridad diaria, le recomendamos que elija
una hora del dia que sea conveniente. Lo ideal es que esta hora esté fuera del horario normal de
funcionamiento de las aplicaciones que utilizan el sistema de archivos.

Las copias de seguridad diarias automaticas se guardan durante un periodo de tiempo determinado,
conocido como periodo de retencidon. Puede asignar al periodo de retenciéon de copia de seguridad
un valor de entre 0 dias y 90 dias. Si se establece el periodo de retencion en 0 (cero) dias, se
desactivan las copias de seguridad diarias automaticas. El periodo de retencion predeterminado
para las copias de seguridad diarias automaticas es de 0 dias. Las copias de seguridad diarias
automaticas se eliminan cuando se elimina el sistema de archivos.

® Note

Si se establece el periodo de retencidn en 0 dias, nunca se realizara una copia de seguridad
automatica del sistema de archivos. Le recomendamos encarecidamente que utilice copias
de seguridad diarias automaticas para los sistemas de archivos que tengan algun nivel de
funcionalidad critica asociado.

Puede utilizar uno de ellos AWS SDKs para cambiar la AWS CLI ventana de copia de seguridad y el
periodo de retencion de la copia de seguridad de sus sistemas de archivos. Utilice la operacion API
UpdateFileSystem o el comando CLI update-file-system.

Trabajo con copias de seguridad iniciadas por el usuario

Amazon FSx for Lustre le permite realizar copias de seguridad manuales de sus sistemas de
archivos en cualquier momento. Puede hacerlo mediante la consola, la APl o la AWS Command
Line Interface (CLI) de Amazon FSx for Lustre. Las copias de seguridad de los sistemas de FSx
archivos de Amazon iniciadas por los usuarios nunca caducan y estan disponibles durante el tiempo
que desees conservarlas. Las copias de seguridad iniciadas por los usuarios se conservan incluso
después de eliminar el sistema de archivos del que se hizo la copia de seguridad. Solo puede
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eliminar las copias de seguridad iniciadas por el usuario mediante la consola, la APl o la CLI de
Amazon FSx for Lustre, y Amazon nunca las elimina automaticamente. FSx Para obtener mas
informacion, consulte Eliminacion de copias de seguridad.

Crear copias de seguridad iniciadas por el usuario

El siguiente procedimiento le explica cdmo crear una copia de seguridad iniciada por el usuario en la
FSx consola de Amazon para un sistema de archivos existente.

Cdomo crear una copia de seguridad iniciada por el usuario del sistema de archivos

1. Abre la consola Amazon FSx for Lustre en https://console.aws.amazon.com/fsx/.

2. En el panel de la consola, elija el nombre del sistema de archivos del que desea hacer una copia
de seguridad.

En Actions, elija Create backup.

4. En el cuadro de dialogo Create backup que se abre, proporciona un nombre para la copia de
seguridad. Los nombres de las copias de seguridad pueden tener un maximo de 256 caracteres
Unicode, incluidas letras, espacios en blanco, numeros y caracteres especiales . +-=_:/

5. Elija Create backup.

Ya ha creado la copia de seguridad de su sistema de archivos. Para encontrar una tabla de todas
tus copias de seguridad en la consola de Amazon FSx for Lustre, selecciona Backups en la barra
de navegacion de la izquierda. Si escribe el nombre de la copia de seguridad, la tabla filtra los
resultados y mostrar solo los coincidentes.

Al crear una copia de seguridad iniciada por el usuario como se describe en este
procedimientoUSER_INITIATED, tiene el tipo y el estado Creating mientras Amazon FSx crea la
copia de seguridad. El estado cambia a Transferring mientras la copia de seguridad se transfiere a
Amazon S3, hasta que esté completamente disponible.

Uso AWS Backup con Amazon FSx

AWS Backup es una forma sencilla y rentable de proteger sus datos mediante la realizacién de
copias de seguridad de los sistemas de FSx archivos de Amazon. AWS Backup es un servicio de
copias de seguridad unificado disefiado para simplificar la creacién, copia, restauracion y eliminacion
de copias de seguridad y, al mismo tiempo, mejorar la elaboracién de informes y la auditoria.

AWS Backup facilita el desarrollo de una estrategia de respaldo centralizada para garantizar el
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cumplimiento legal, reglamentario y profesional. AWS Backup también simplifica la proteccion AWS
de sus volumenes de almacenamiento, bases de datos y sistemas de archivos al proporcionar un
lugar central donde puede hacer lo siguiente:

» Configure y audite los AWS recursos de los que desea hacer una copia de seguridad.
« Automatizar la programacion de copias de seguridad.

» Establecer politicas de retencion.

» Copie las copias de seguridad en todas AWS las regiones y AWS cuentas.

» Monitorizar toda la actividad reciente de copias de seguridad y restauracion.

AWS Backup utiliza la funcién de copia de seguridad integrada de Amazon FSx. Las copias

de seguridad realizadas desde la AWS Backup consola tienen el mismo nivel de coherencia y
rendimiento del sistema de archivos, y las mismas opciones de restauracién que las copias de
seguridad que se realizan a través de la FSx consola de Amazon. Si se utilizan AWS Backup

para gestionar estas copias de seguridad, se obtienen funciones adicionales, como opciones de
retencion ilimitadas y la posibilidad de crear copias de seguridad programadas con una frecuencia
de hasta una hora. Ademas, AWS Backup conserva las copias de seguridad inmutables incluso
después de eliminar el sistema de archivos de origen. Esto protege contra la eliminacion accidental o
malintencionada.

Las copias de seguridad creadas por AWS Backup tienen el tipo de copia de seguridad AWS_BACKUP
y son incrementales en relacidén con cualquier otra copia de FSx seguridad de Amazon que realices
de tu sistema de archivos. Las copias de seguridad realizadas por se AWS Backup consideran
copias de seguridad iniciadas por el usuario y se incluyen en la cuota de copias de seguridad
iniciadas por el usuario de Amazon. FSx Puede ver y restaurar las copias de seguridad realizadas
AWS Backup en la FSx consola, la CLI y la APl de Amazon. Sin embargo, no puedes eliminar las
copias de seguridad realizadas AWS Backup en la FSx consola, CLI o APl de Amazon. Para obtener
mas informacién sobre como AWS Backup realizar copias de seguridad de los sistemas de FSx
archivos de Amazon, consulte Trabajar con Amazon FSx File Systems en la Guia para AWS Backup

desarrolladores.

Copiar copias de seguridad

Puedes usar Amazon FSx para copiar manualmente las copias de seguridad de la misma AWS
cuenta a otra Region de AWS (copias entre regiones) o dentro de la misma Region de AWS (copias
dentro de la region). Solo puede realizar copias entre regiones dentro de la misma particién.
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AWS Puedes crear copias de seguridad iniciadas por el usuario mediante la FSx consola o la
APl de Amazon. AWS CLI Cuando crea una copia de seguridad iniciada por el usuario, tiene el
tipoUSER_INITIATED.

También puedes utilizarlas AWS Backup para copiar copias de seguridad entre AWS cuentas
Regiones de AWS y entre ellas. AWS Backup es un servicio de administracion de copias de
seguridad totalmente gestionado que proporciona una interfaz central para los planes de copia
de seguridad basados en politicas. Con la gestion entre cuentas, puede utilizar automaticamente
politicas de copia de seguridad para aplicar planes de copia de seguridad en las cuentas de su
organizacion.

Las copias de seguridad entre regiones son particularmente valiosas para la recuperacion de
desastres entre regiones. Las copias de seguridad se toman y se copian en otra AWS regidn para,
en caso de que se produzca un desastre en la region principal Region de AWS, poder restaurarlas

a partir de las copias de seguridad y recuperar rapidamente la disponibilidad en la otra AWS region.
También puede utilizar copias de seguridad para clonar el conjunto de datos de archivos en otra
Region de AWS o dentro de la misma Regién de AWS. Puede realizar copias de seguridad en la
misma AWS cuenta (entre regiones o dentro de una regién) mediante la FSx consola de Amazon o
la APl AWS CLI de Amazon FSx for Lustre. También puede utilizar AWS Backup para realizar copias
de seguridad, a pedido o en funcién de politicas.

Las copias de seguridad multicuenta son valiosas para cumplir con los requisitos de cumplimiento
normativo que se requieren para copiar copias de seguridad en una cuenta aislada. También
proporcionan un nivel adicional de proteccién de datos para evitar la eliminacion accidental o
malintencionada de las copias de seguridad, la pérdida de credenciales o el peligro de las claves.
AWS KMS Las copias de seguridad multicuenta permiten realizar copias de seguridad agrupadas
(copiar copias de seguridad de varias cuentas principales a una cuenta de copia de seguridad
aislada) y distribuidas (copiar copias de seguridad de una cuenta principal a varias cuentas de copias
de seguridad aisladas).

Puede realizar copias de seguridad multicuenta si utiliza el AWS Backup AWS Organizations soporte.
Las politicas definen los limites de las cuentas para las copias multicuentas. AWS Organizations
Para obtener mas informacién sobre cémo AWS Backup realizar copias de seguridad entre

cuentas, consulta Como crear copias de seguridad Cuentas de AWS en la Guia para AWS Backup

desarrolladores.

Limitaciones de las copias de seguridad

A continuacion se indican algunas limitaciones al copiar copias de seguridad:
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» Las copias de seguridad de los sistemas de archivos que utilizan la clase de almacenamiento
Intelligent-Tiering no admiten copias de seguridad.

» Las copias de seguridad entre regiones solo se admiten entre dos regiones comerciales Regiones
de AWS, entre las regiones de China (Pekin) y China (Ningxia) y entre las regiones (EE. UU. Este)
y AWS GovCloud AWS GovCloud (EE. UU. Oeste), pero no entre esos conjuntos de regiones.

+ Las copias de seguridad entre regiones no son compatibles con las regiones registradas.

» Puede realizar copias de seguridad dentro de una region, dentro de cualquier region. Region de
AWS

» La copia de seguridad de origen debe tener el estado de AVAILABLE antes de poder copiarla.

* No puede eliminar una copia de seguridad de origen si se esta copiando. Es posible que transcurra
un breve intervalo entre el momento en que la copia de seguridad de destino esté disponible y el
momento en que se le permita eliminar la copia de seguridad de origen. Debe tener en cuenta este
retraso si vuelve a intentar eliminar una copia de seguridad de origen.

» Puede tener hasta cinco solicitudes de copia de seguridad en curso en un unico destino de Regién
de AWS por cuenta.

Permisos para copias de seguridad entre regiones

Se utiliza una declaracién de politica de IAM para conceder permisos para realizar una operacion

de copia de seguridad. Para comunicarse con la AWS regidn de origen y solicitar una copia de
seguridad entre regiones, el solicitante (rol de IAM o usuario de IAM) debe tener acceso a la copia de
seguridad de origen y a la region de origen. AWS

La politica se utiliza para conceder permisos a la accion CopyBackup para la operacion de copia de
seguridad. Las acciones se especifican en el campo Action de la politica y el valor del recurso se
especifica en el campo Resource de la politica.

JSON

"Version":"2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "fsx:CopyBackup",
"Resource": "arn:aws:fsx:*:111122223333:backup/*"
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Para obtener mas informacion general sobre las politicas de IAM, consulte Politicas y permisos en
IAM en la Guia del usuario de IAM.

Copias completas e incrementales

Al copiar una copia de seguridad en una copia de seguridad distinta Region de AWS de la fuente,
la primera copia es una copia de seguridad completa. Después de la primera copia de seguridad,
todas las copias de seguridad posteriores a la misma regién de destino dentro de la misma

AWS cuenta son incrementales, siempre que no haya eliminado todas las copias de seguridad
previamente copiadas en esa regidn y haya utilizado la misma clave. AWS KMS Si no se cumplen
ambas condiciones, la operacidén de copia da como resultado una copia de seguridad completa (no
incremental).

Copiar copias de seguridad dentro de la misma Cuenta de AWS

Puede copiar copias de seguridad de FSx los sistemas de archivos Lustre mediante la Consola de
administracion de AWS CLI y la API, como se describe en los siguientes procedimientos.

Cdomo copiar una copia de seguridad dentro de la misma cuenta (entre regiones o dentro de una
region) mediante la consola

1. Abre la FSx consola de Amazon en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, elija Backups.

3. En la tabla Backups, elija la copia de seguridad que desee copiar y, a continuacion, elija Copy
backup.

4. En la seccion Settings, realice lo siguiente:

« En lalista de regiones de destino, selecciona una AWS region de destino en la que copiar la
copia de seguridad. El destino puede estar en otra AWS regidn (copia entre regiones) o dentro
de la misma AWS region (copia dentro de la region).

» (Opcional) Seleccione Copy Tags para copiar las etiquetas de la copia de seguridad de origen
a la copia de seguridad de destino. Si selecciona Copy Tags y también las afiade en el paso 6,
se fusionaran todas las etiquetas.
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5. Para el cifrado, elija la clave de AWS KMS cifrado para cifrar la copia de seguridad copiada.

6. Para Tags, introduzca una clave y un valor para anadir etiquetas a la copia de seguridad. Si
anade etiquetas aqui y también selecciond Copy Tags en el paso 4, todas las etiquetas se
fusionaran.

7. Elija Copy backup.

La copia de seguridad se copia dentro de la misma ubicacion Cuenta de AWS que la
seleccionada Region de AWS.

Como copiar una copia de seguridad dentro de la misma cuenta (entre regiones o dentro de una
region) utilizando la CLI

*  Use el comando copy-backup CLI o la operacion de CopyBackupAPI para copiar una copia de
seguridad en la misma AWS cuenta, ya sea en una AWS region o dentro de una AWS regidn.

El siguiente comando copia una copia de seguridad con un identificador
backup-0abc123456789cba7 de la region us-east-1.

aws fsx copy-backup \
--source-backup-id backup-0abcl123456789cba7 \
--source-region us-east-1

La respuesta muestra la descripcidon de la copia de seguridad copiada.

Puede ver sus copias de seguridad en la FSx consola de Amazon o mediante programacion
mediante el comando describe-backups CLI o la operacion de DescribeBackupsAPI.

Restauracion de copias de seguridad

Puede utilizar una copia de seguridad disponible para crear un nuevo sistema de archivos y restaurar
de forma eficaz una point-in-time instantanea de otro sistema de archivos. Puede restaurar una

copia de seguridad mediante la consola o una de las AWS SDKs. AWS CLI La restauracion de una
copia de seguridad en un nuevo sistema de archivos lleva el mismo tiempo que la creacion de un
nuevo sistema de archivos. Los datos restaurados a partir de la copia de seguridad se cargan de
forma diferida en el sistema de archivos, durante el cual se experimentara una latencia ligeramente
superior.
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® Note

Solo puede restaurar la copia de seguridad en un sistema de archivos del mismo tipo

de implementacion, clase de almacenamiento, capacidad de rendimiento, capacidad de
almacenamiento, tipo de compresion de datos y Region de AWS que el original. Puede
aumentar la capacidad de almacenamiento del sistema de archivos restaurado una vez que
esté disponible.

Para restaurar un sistema de archivos a partir de una copia de seguridad mediante la consola

1. Abre la consola Amazon FSx for Lustre en https://console.aws.amazon.com/fsx/.

2. En el panel de la consola, elija Backups en el menu de la izquierda.

3. Enlatabla Backups, elija la copia de seguridad que desee restaurar y, a continuacion, elija
Restore backup.

El asistente de creacion de sistemas de archivos se abre con la mayoria de los ajustes
preconfigurados en caracteristica de la configuracién del sistema de archivos desde el que se
creo la copia de seguridad. Si lo desea, puede modificar la configuracion de la VPC o elegir una
version de Lustre mas reciente. Tenga en cuenta que otros ajustes de configuracion, como el
tipo de implementacion y el rendimiento por unidad de almacenamiento, no se pueden modificar
durante la restauracion.

4. Complete el asistente igual que cuando crea un nuevo sistema de archivos.
5. Elija Review and create.

6. Revisa la configuracién que has elegido para el sistema de archivos de Amazon FSx for Lustre
y, a continuacion, selecciona Crear sistema de archivos.

Ha realizado la restauracion a partir de una copia de seguridad y ahora se esta creando un nuevo
sistema de archivos. Cuando su estado cambie a AVAILABLE, podra utilizar el sistema de archivos
con normalidad.

Eliminacion de copias de seguridad

Eliminar una copia de seguridad es una accién permanente e irrecuperable. También se eliminan
todos los datos de una copia de seguridad eliminada. No elimine una copia de seguridad a menos
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que esté seguro de que no la necesitara de nuevo en el futuro. No puedes eliminar las copias de
seguridad realizadas AWS Backup en la FSx consola, la CLI o la APl de Amazon.

Para eliminar una copia de seguridad

1.
2.
3.

Abre la consola Amazon FSx for Lustre en https://console.aws.amazon.com/fsx/.

En el panel de la consola, elija Copias de seguridad en el menu de la izquierda.

En la tabla Backups, elija la copia de seguridad que desee eliminar y, a continuacion, elija Delete
backup.

En el cuadro de dialogo Delete backups que se abre, confirme que el ID de la copia de
seguridad identifica la copia de seguridad que desea eliminar.

Confirme que la casilla de la copia de seguridad que desea eliminar esta marcada.

Elija Delete backups.

La copia de seguridad y todos los datos incluidos se eliminaran ahora de forma permanente e
irrecuperable.
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Supervision de sistemas de archivos de Amazon FSx para
Lustre

La supervision es una parte importante del mantenimiento de la fiabilidad, la disponibilidad y el
rendimiento del sistema de archivos de FSx para Lustre y de las demas soluciones de AWS.
Recopilar datos de supervision de todas las partes de la solucién de AWS permite que depure con
mas facilidad un error de punto multiple si se produjera. Puede supervisar el sistema de archivos
de FSx para Lustre, informar cuando algo no funciona y tomar medidas automaticamente cuando
proceda mediante las siguientes herramientas:

» Amazon CloudWatch: supervisa los recursos de AWS y las aplicaciones que ejecuta en AWS en
tiempo real. Puede recopilar métricas y realizar su seguimiento, crear paneles personalizados y
definir alarmas que le adviertan o que tomen medidas cuando una métrica determinada alcance
el umbral que se especifique. Por ejemplo, puede hacer que CloudWatch haga un seguimiento de
la capacidad de almacenamiento u otras métricas de las instancias de Amazon FSx para Lustre e
iniciar nuevas instancias automaticamente cuando sea necesario.

» Registro de Lustre: supervisa los eventos de registro habilitados para el sistema de archivos. El
registro de Lustre escribe estos eventos en los Registros de Amazon CloudWatch.

« AWS CloudTrail: captura las llamadas a la API y otros eventos relacionados que realiza la Cuenta
de AWS o se realizan en nombre de esta. Ademas, entrega los archivos de registros a un bucket
de Amazon S3 especificado. También pueden identificar qué usuarios y cuentas llamaron a AWS,
la direccion IP de origen de las llamadas y el momento en que estas se realizaron.

En las siguientes secciones, se proporciona informacion sobre como usar las herramientas con los
sistemas de archivos de FSx para Lustre.

Temas

» Supervision con Amazon CloudWatch

» Registro con los Registros de Amazon CloudWatch

» Registro de llamadas a la APl FSx para Lustre con AWS CloudTrail
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Supervision con Amazon CloudWatch

Puede supervisar Amazon FSx para Lustre mediante CloudWatch, que recopila y procesa datos sin
procesar de Amazon FSx para Lustre en métricas legibles y casi en tiempo real. Estas estadisticas
se retienen durante un periodo de 15 meses, de forma que pueda acceder a informacién de historial
y obtener una mejor perspectiva acerca del desempefio de su aplicacidén o servicio. Para obtener
mas informacién acerca de CloudWatch, consulte ; Qué es Amazon CloudWatch? en la Guia del

usuario de Amazon CloudWatch.

Las métricas de CloudWatch para FSx para Lustre se organizan en seis categorias:

* Métricas de E/S de la red: mida la actividad entre los clientes y el sistema de archivos.

« Meétricas del servidor de almacenamiento de objetos: mida el rendimiento de la red del servidor de
almacenamiento de objetos (OSS) y la utilizacidén del rendimiento del disco.

» Meétricas del objetivo de almacenamiento de objetos: mida el rendimiento del disco de objetivo de
almacenamiento de objetos (OST) y la utilizacion de las IOPS del disco.

+ Métricas de metadatos: mida la utilizacion de la CPU del servidor de metadatos (MDS), la
utilizacién de las IOPS del objetivo de metadatos (MDT) y las operaciones de metadatos del
cliente.

» Meétricas de capacidad de almacenamiento: mida la utilizacion de la capacidad de
almacenamiento.

» Meétricas del repositorio de datos de S3: mida la antigliedad del mensaje mas antiguo en espera de
ser importado o exportado y cambie el nombre procesado por el sistema de archivos.

En el siguiente diagrama, se muestra un sistema de archivos de FSx para Lustre, sus componentes y
sus categorias de métricas.
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Object storage server (OSS) metrics

Object storage target (OST) metrics
Storage capacity metrics

> —>
Network 1/0 <—

metrics

-~

Metadata server (MDS) Metadata metrics o0 qata target (MDT)

i 4 »
<

FSx para Lustre envia datos de métricas a CloudWatch en intervalos de un minuto.

@ Note

Es posible que las métricas no se publiquen durante los periodos de mantenimiento del
sistema de archivos de Amazon FSx para Lustre.

Temas

* COmo usar las métricas de CloudWatch en Amazon FSx para Lustre

Acceso a métricas de CloudWatch

Métricas y dimensiones de Amazon FSx para Lustre

Advertencias y recomendaciones de rendimiento

Creacion de alarmas de CloudWatch para monitorizar las métricas de
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Como usar las métricas de CloudWatch en Amazon FSx para Lustre

Hay dos componentes arquitectonicos principales de cada sistema de archivos de Amazon FSx para
Lustre:

» Uno o mas servidores de almacenamiento de objetos (OSS) que proporcionan datos a los clientes
que acceden al sistema de archivos. Cada OSS esta conectado a uno o mas volumenes de
almacenamiento, denominados destinos de almacenamiento de objetos (OST), que alojan los
datos en el sistema de archivos.

* Uno o mas servidores de metadatos (MDS) que proporcionan metadatos a los clientes que
acceden al sistema de archivos. Cada MDS esta conectado a un volumen de almacenamiento,
denominado destino de metadatos (MDT), que almacena metadatos como nombres de archivos,
directorios, permisos de acceso y disenos de archivos.

FSx para Lustre notifica métricas en CloudWatch que rastrean el rendimiento y el uso de recursos

del almacenamiento y los servidores de metadatos del sistema de archivos y sus volumenes de
almacenamiento asociados. En el siguiente diagrama, se ilustra un sistema de archivos de Amazon
FSx para Lustre con los componentes arquitectonicos y las métricas de CloudWatch de rendimiento y
recursos, que se ofrecen para supervisar.

FS¥en
Object storage server (OSS) metrics Object storag_e target (OST) metrics
NetWorkSentBytes DD _|5||((‘§{e?tdlay'tes
NetworkReceivedBytes DIskiVTite yftgs
NetworkThroughputUtilization D_|sll(<Re_adOperat|_ons
FileServerDiskThroughputUtilization Dlss I\(A;"rlte&[_)li_?ra?nns
isklopsUtilization
Network I/O metrics - —
DataReadBytes —
DataWriteBytes <—
DataReadOperations
DataWriteOperations Storage capacity metrics
Me‘gadataOperap orns FreeDataStorageCapacity
ClientConnections StorageCapacityUtilization
StorageCapacityUtilizationWithCachedWrites
Logical DiskUsage
PhysicalDiskUsage
Metadata operations
FileCreateOperations (MDS) Metadata metrics (MDT)
FileOpenOperations S DiskReadOperations
. . CPU utilization N : .
FileDeleteOperations DiskWriteOperations
StatOperations
RenameOperations —
— —
<
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Puede usar el panel Supervisidon y rendimiento del panel de control del sistema de archivos en la
consola de Amazon FSx para Lustre para ver las métricas que se describen en las siguientes tablas.
Para obtener mas informacion, consulte Acceso a métricas de CloudWatch.

Actividad del sistema de archivos (en la pestana “Resumen”)

¢, Coémo...?

... determino la cantidad de capacidad de
almacenamiento disponible en mi sistema de
archivos?

... determinar el rendimiento total de los clientes
de mi sistema de archivos?

...determinar el total de IOPS de cliente en mi
sistema de archivos?

...determinar la cantidad de conexiones que se
establecen entre los clientes y el servidor de
archivos?

...determinar la utilizacion del rendimiento de los
metadatos de mi sistema de archivos?

Gréafico

Capacidad
de
almacenam
iento
disponible
(en bytes)

Rendimien
to total

del cliente

(bytes/seg)

IOPS
totales de
los clientes
(operacio
nes/segun
do)

Conexione
s de cliente
(recuento)

Utilizaci
on de
IOPS de
metadatos
(porcenta

je)

Meétricas relevantes

FreeDataStorageCap
acity

SUMA (DataReadBytes
+ DataWriteBytes )/
PERIODO (en segundos)

SUM(DataReadOperations
+ DataWriteOperation
s + MetadataO

perations )/PERIOD (in
seconds)
ClientConnections

MAX(MDT Disk IOPS)

Uso de métricas de CloudWatch
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Pestana “Almacenamiento”

¢, Como...?7 Gréfico
...determinar cuanto almacenamiento esta Capacidad
disponible? de
almacenam
iento
disponible
(en bytes)
...determinar el porcentaje de almacenamiento Utilizaci
usado en mi sistema de archivos, sin contar el on de la
espacio reservado para las escrituras en caché capacidad
en los clientes? de
almacenam
iento total
(porcenta
je)
...determinar el porcentaje de almacenamiento Utilizaci
usado en mi sistema de archivos, incluido el on de la
espacio reservado para las escrituras en caché capacidad
en los clientes? de
almacenam
iento total
(porcenta
je)
...determinar el porcentaje de almacenamiento Utilizaci
usado en los OST de mi sistema de archivos, sin  6n de la
contar el espacio reservado para las escrituras capacidad
en caché en los clientes? de
almacenam
iento total
por OST
(porcenta

je)

Meétricas relevantes

FreeDataStorageCap
acity

StorageCapacityUti
lization

StorageCapacityUti
lizationWithCached
Writes

StorageCapacityUti
lization

Uso de métricas de CloudWatch
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¢, Coémo...?

...determinar el porcentaje de almacenamiento
usado en los OST de mi sistema de archivos,
incluido el espacio reservado para las escrituras
en caché en los clientes?

...determinar la relacion de compresion de datos
de mi sistema de archivos?

Gréafico

Utilizaci
on de la
capacidad
de
almacenam
iento

total por
OST con
permisos
de cliente
(porcenta

je)

Ahorros
por
compresio
n

Meétricas relevantes

StorageCapacityUti
lizationWithCached
Writes

100 * (LogicalDi
skUsage -PhysicalD
iskUSage )/LogicalDi
skUsage

Rendimiento del almacenamiento de objetos (en la pestaina “Rendimiento”)

¢,Coémo...?

...determinar el rendimiento de la red entre los
clientes y los OSS como porcentaje del limite
aprovisionado?

...determinar el rendimiento del disco entre
los OSS y sus OST como porcentaje del limite
aprovisionado?

...determinar las IOPS para las operaciones que
acceden a los OST como porcentaje del limite
aprovisionado?

Grafico

Rendimien
to de la red
(porcenta

je)
Rendimien

to del disco
(porcenta

je)

IOPS
del disco

Métricas relevantes

NetworkThroughputU
tilization

FileServerDiskThro
ughputUtilization

DiskIopsUtilization

Uso de métricas de CloudWatch
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¢, Coémo...? Grafico Métricas relevantes

(porcenta
je)

Rendimiento de los metadatos (en la pestana “Rendimiento”)

¢, Coémo...? Grafico Métricas relevantes
...determinar el porcentaje de utilizacion de la Utilizacion ~ CPUUtilization
CPU del servidor de metadatos? de la CPU

(porcenta

je)
...determinar la utilizacion de IOPS de metadatos  Utilizaci MAX(MDT Disk IOPS)
como porcentaje del limite aprovisionado? on de

IOPS de

metadatos

Acceso a métricas de CloudWatch

Puede acceder a las métricas de Amazon FSx para Lustre en CloudWatch de las siguientes
maneras:

» La consola de Amazon FSx para Lustre.

La consola de CloudWatch.

La interfaz de la linea de comandos (CLI) de CloudWatch.

La API de CloudWatch.

Los siguientes procedimientos le muestran como acceder a las métricas con estas herramientas.
Uso de la consola de Amazon FSx para Lustre
Como ver las métricas mediante la consola de Amazon FSx para Lustre

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.
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2.

Desde el panel de navegacion, elija Sistemas de archivos y, a continuacion, elija el sistema de
archivos cuyas métricas desee ver.

En la pagina Resumen, seleccione Supervision y rendimiento para ver las métricas del sistema
de archivos.

Hay cuatro pestanas en el panel Monitoring & performance (Monitoreo y rendimiento).
» Seleccione Resumen (la pestana predeterminada) para mostrar las advertencias activas, las
alarmas de CloudWatch y los graficos de la actividad del Sistema de archivos.

« Elija Almacenamiento para ver la capacidad del almacenamiento, las métricas de utilizaciéon y
las advertencias activas.

+ Elija Rendimiento para ver las métricas de rendimiento del almacenamiento y los servidores
de archivos y las advertencias activas.

+ Elija las alarmas de CloudWatch para ver los graficos de cualquier alarma configurada para su
sistema de archivos.

Uso de la consola de CloudWatch

Como ver las métricas a través de la consola de CloudWatch

o A 0N

Abra la consola de CloudWatch.

En el panel de navegacion, seleccione Métricas.
Seleccione el espacio de nombres FSx.
(Opcional) Para ver una métrica, escriba su nombre en el campo de busqueda.

(Opcional) Para explorar las métricas, seleccione la categoria que mejor se adapte a su
pregunta.

Uso de AWS CLI

Como obtener acceso a las métricas desde la AWS CLI

Utilice el comando 1ist-metrics con el espacio de nombres de --namespace "AWS/FSx".
Para obtener mas informacion, consulte Referencia de comandos de la AWS CLI.
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Uso de API de CloudWatch
Para obtener acceso a las métricas desde la API de CloudWatch

. Llamar a GetMetricStatistics. Para obtener mas informacion, consulte la referencia de la
API de Amazon CloudWatch.

Métricas y dimensiones de Amazon FSx para Lustre

Amazon FSx para Lustre publica las métricas descritas en las siguientes tablas en el espacio de
nombres de AWS/FSx de Amazon CloudWatch para todos los sistemas de archivos de FSx para
Lustre.

Temas

» Métricas de E/S de la red de FSx para Lustre

» Métricas del servidor de almacenamiento de objetos de FSx para Lustre

» Métricas del destino de almacenamiento de objetos de FSx para Lustre

» Meétricas de metadatos de FSx para Lustre

» Métricas de la capacidad de almacenamiento de FSx para Lustre

» Métricas del repositorio de S3 de FSx para Lustre

* Dimensiones de FSx para Lustre

Métricas de E/S de la red de FSx para Lustre

El espacio de nombres AWS/FSx incluye las siguientes métricas de E/S de red. Todas estas métricas
tienen una dimension, FileSystemId.

Métrica Descripcién
DataReadBytes La cantidad de bytes que los clientes leen en el sistema de archivos.

La estadistica Sum es el numero total de bytes asociados a operacion
es de lectura durante el periodo especificado. La estadistica Minimum
es la cantidad minima de bytes asociados a las operaciones de lectura
en un solo OST. La estadistica Maximum es la cantidad maxima de
bytes asociados a las operaciones de lectura en el OST. La estadistica
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Métrica Descripcién

Average es la cantidad promedio de bytes asociados a las operacion
es de lectura por OST. La estadistica SampleCount es la cantidad de
OST.

Para calcular el rendimiento medio (bytes por segundo) de un periodo,
divida la estadistica Sum por el numero de segundos del periodo.

Unidades:

» Bytes para Sum, Minimum, Maximumy Average.

* Recuentode,,,y.SampleCount .

Estadisticas validas: Sum, Minimum, Maximum, Average, SampleCou
nt

DataWriteBytes La cantidad de bytes que los clientes escriben en el sistema de
archivos.

La estadistica Sum es el numero total de bytes asociados a las
operaciones de escritura. La estadistica Minimum es la cantidad minima
de bytes asociados a las operaciones de escritura en un solo OST.

La estadistica Maximum es la cantidad maxima de bytes asociados a

las operaciones de escritura en el OST. La estadistica Average es la
cantidad promedio de bytes asociados a las operaciones de escritura
por OST. La estadistica SampleCount es la cantidad de OST.

Para calcular el rendimiento medio (bytes por segundo) de un periodo,
divida la estadistica Sum por el numero de segundos del periodo.

Unidades:

» Bytes para Sum, Minimum, Maximumy Average.

* Recuentode,,,y.SampleCount .

Estadisticas validas: Sum, Minimum, Maximum, Average, SampleCou
nt
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Métrica

DataReadO
perations

Descripcién
El numero de operaciones de lectura.

La estadistica Sum es el numero total de operaciones de lectura. La
estadistica Minimum es la cantidad minima de operaciones de lectura
en un solo OST. La estadistica Maximum es la cantidad maxima de
operaciones de lectura en el OST. La estadistica Average es la
cantidad promedio de operaciones de lectura por OST. La estadistica
SampleCount es la cantidad de OST.

Para calcular el numero medio de operaciones de lectura (operaciones
por segundo) de un periodo, divida la estadistica Sum por el numero de
segundos del periodo.

Unidades:
* Recuento de Sum, Minimum, Maximum, Average y SampleCount

Estadisticas validas: Sum, Minimum, Maximum, Average, SampleCou
nt

Métricas y dimensiones
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Métrica Descripcién
DataWrite El nimero de operaciones de escritura.
Operations

La estadistica Sum es el numero total de operaciones de escritura. La
estadistica Minimum es la cantidad minima de operaciones de escritura
en un solo OST. La estadistica Maximum es la cantidad maxima de
operaciones de escritura en el OST. La estadistica Average es la
cantidad promedio de operaciones de escritura por OST. La estadistica
SampleCount es la cantidad de OST.

Para calcular el numero medio de operaciones de escritura (operaciones
por segundo) de un periodo, divida la estadistica Sum por el numero de
segundos del periodo.

Unidades:
* Recuento de Sum, Minimum, Maximum, Average y SampleCount

Estadisticas validas: Sum, Minimum, Maximum, Average, SampleCou
nt
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Métrica Descripcién
Metadatal El numero de operaciones de metadatos.
perations

La estadistica Sum es el recuento de operaciones de metadatos.

La estadistica Minimum es la cantidad minima de operaciones de
metadatos por MDT. La estadistica Maximum es la cantidad maxima
de operaciones de metadatos por MDT. La estadistica Average es la
cantidad promedio de operaciones de metadatos por MDT. La estadisti
ca SampleCount es la cantidad de MDT.

Para calcular el valor medio de las operaciones de metadatos (operacio
nes por segundo) durante un periodo, divida la estadistica Sum por el
numero de segundos del periodo.

Unidades:

* Recuento de Sum, Minimum, Maximum, Average y SampleCount .

Estadisticas validas: Sum, Minimum, Maximum, Average, SampleCou

nt
ClientCon La cantidad de conexiones activas entre los clientes y el sistema de
nections archivos.

Unidad: recuento

Métricas del servidor de almacenamiento de objetos de FSx para Lustre

El espacio de nombres de AWS/FSx incluye las siguientes métricas del servidor de almacenamiento
de objetos (OSS). Todas estas métricas tienen dos dimensiones, FileSystemIdy FileServer.

* FileSystemId: el identificador del recurso de AWS del sistema de archivos.

* FileServer: el nombre del servidor de almacenamiento de objetos (OSS) del sistema de
archivos de Lustre. Cada OSS esta aprovisionado con uno o mas destinos de almacenamiento
de objetos (OST). Los OSS usan la convencion de nomenclatura de OSS <Hostlndex>, en
la que HostIndex representa un valor hexadecimal de 4 digitos (por ejemplo, 0SS0001). El
identificador de un OSS es el identificador del primer OST conectado a él. Por ejemplo, el primer
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OSS conectado a 0ST0000 y 0STO0O1 usara 0SS0000 y el segundo OSS conectado a 0STR002
y 0STO0Q03 usara 0SS0002.

Métrica Descripcion
NetworkThroughputU Utilizacion del rendimiento de la red como porcentaje
tilization del rendimiento de la red disponible para el sistema de

archivos. Esta métrica equivale a la suma de NetworkSe
ntBytes yNetworkReceivedBytes como
porcentaje de la capacidad de rendimiento de la red de
un OSS del sistema de archivos. Se emite una métrica
por minuto para cada uno de los OSS del sistema de
archivos.

La estadistica Average es la utilizacion promedia del
rendimiento de la red para el OSS determinado durante
un periodo especifico.

La estadistica Minimum es la utilizacidn mas baja del
rendimiento de la red para el OSS determinado por un
minuto, durante un periodo especifico.

La estadistica Maximum es la utilizacion mas alta del
rendimiento de la red para el OSS determinado por un
minuto, durante un periodo especifico.

Unidad: porcentaje
Estadisticas validas: Average, Minimum, Maximum

NetworkSentBytes La cantidad de bytes enviados por el sistema de
archivos. En esta métrica, se tiene en cuenta todo el
trafico, incluido el movimiento de datos hacia y desde los
repositorios de dato vinculados. Se emite una métrica
por minuto para cada uno de los OSS del sistema de
archivos.
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Métrica

Descripcién

La estadistica Sum es la cantidad total de bytes enviados
a través de la red por el OSS en cuestion durante un
periodo especifico.

La estadistica Average es la cantidad promedio de
bytes enviados a través de la red por el OSS en cuestion
durante un periodo especifico.

La estadistica Minimum es la cantidad mas baja de
bytes enviados a través de la red por el OSS en cuestion
durante un periodo especifico.

La estadistica Maximum es la cantidad mas alta de bytes
enviados a través de la red por el OSS en cuestion
durante un periodo especifico.

Para calcular el rendimiento enviado (bytes por segundo)
de cualquier estadistica, dividala por los segundos del
periodo especificado.

Unidades: bytes

Estadisticas validas: Sum, Average, Minimum, Maximum
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Métrica

NetworkReceivedBytes

Descripcién

La cantidad de bytes recibidos por el sistema de
archivos. En esta métrica, se tiene en cuenta todo el
trafico, incluido el movimiento de datos hacia y desde los
repositorios de dato vinculados. Se emite una métrica
por minuto para cada uno de los OSS del sistema de
archivos.

La estadistica Sum es la cantidad total de bytes recibidos
a través de la red por el OSS en cuestion durante un
periodo especifico.

La estadistica Average es la cantidad promedio de
bytes recibidos a través de la red por el OSS en cuestion
durante un periodo especifico.

La estadistica Minimum es la cantidad mas baja de
bytes recibidos a través de la red por el OSS en cuestion
durante un periodo especifico.

La estadistica Maximum es la cantidad mas alta de bytes
recibidos a través de la red por el OSS en cuestion
durante un periodo especifico.

Para calcular el rendimiento (bytes por segundo) de
cualquier estadistica, dividala por los segundos del
periodo especificado.

Unidades: bytes

Estadisticas validas: Sum, Average, Minimum, Maximum

Métricas y dimensiones

290



FSx para Lustre

Guia del usuario de Lustre

Métrica

FileServerDiskThro
ughputUtilization

Descripcién

El rendimiento del disco entre el OSS y los OST
asociados, como porcentaje del limite aprovisionado
determinado por la capacidad de rendimiento. Esta
métrica equivale a la suma de DiskReadBytes vy

DiskWriteBytes como porcentaje de la capacidad
de rendimiento del disco red de un OSS del sistema de

archivos. Se emite una métrica por minuto para cada uno

de los OSS del sistema de archivos.

La estadistica Average es la utilizacion promedio del
rendimiento del disco del OSS en cuestion durante un
periodo especifico.

La estadistica Minimum es la utilizacidn mas baja del
rendimiento del disco del OSS en cuestion durante un
periodo especifico.

La estadistica Maximum es la utilizacion mas alta del
rendimiento del disco del OSS en cuestién durante un
periodo especifico.

Unidad: porcentaje

Estadisticas validas: Average, Minimum, Maximum

Métricas del destino de almacenamiento de objetos de FSx para Lustre

El espacio de nombres de AWS/FSx incluye las siguientes métricas del destino de almacenamiento

de objetos (OST). Todas estas métricas tienen dos dimensiones, FileSystemIdy

StorageTargetlId.
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® Note

Las métricas DiskReadOperations y DiskWriteOperations no estan disponibles en
sistemas de archivos Scratch y las métricas DiskIopsUtilization no estan disponibles
en sistemas de archivos Scratch y Persistent en HDD.

Métrica Descripcion

DiskReadBytes La cantidad de bytes (E/S del disco) de cualquier disco que se lee en
este OST. Se emite una métrica por minuto para cada uno de los OST
del sistema de archivos.

La estadistica Sum es la cantidad total de bytes leidos en un minuto
desde el OST en cuestidn durante un periodo especifico.

La estadistica Average es la cantidad promedio de bytes leidos en un
minuto desde el OST en cuestion durante un periodo especifico.

La estadistica Minimum es la cantidad mas baja de bytes leidos en un
minuto desde el OST en cuestion durante un periodo especifico.

La estadistica Maximum es la cantidad mas alta de bytes leidos en un
minuto desde el OST en cuestion durante un periodo especifico.

Para calcular el rendimiento de lectura en disco (bytes por segundo) de
cualquier estadistica, dividala por los segundos del periodo.

Unidades: bytes
Estadisticas validas: Sum, Average, Minimum y Maximum

DiskWriteBytes La cantidad de bytes (E/S del disco) de cualquier disco que se escribe
en este OST. Se emite una métrica por minuto para cada uno de los
OST del sistema de archivos.

La estadistica Sum es la cantidad total de bytes escritos en un minuto
desde el OST en cuestidon durante un periodo especifico.
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Métrica Descripcién

La estadistica Average es la cantidad promedio de bytes escritos en un
minuto desde el OST en cuestion durante un periodo especifico.

La estadistica Minimum es la cantidad mas baja de bytes escritos en un
minuto desde el OST en cuestion durante un periodo especifico.

La estadistica Maximum es la cantidad mas alta de bytes escritos en un
minuto desde el OST en cuestion durante un periodo especifico.

Para calcular el rendimiento de lectura en disco (bytes por segundo) de
cualquier estadistica, dividala por los segundos del periodo

Unidades: bytes

Estadisticas validas: Sum, Average, Minimum y Maximum
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Métrica Descripcién

DiskReadO La cantidad de operaciones de lectura (E/S del disco) de este OST. Se

perations emite una métrica por minuto para cada uno de los OST del sistema de
archivos.

La estadistica Sum es la cantidad total de operaciones de lectura
realizadas por el OST en cuestion durante un periodo especifico.

La estadistica Average es la cantidad promedio de operaciones de
lectura realizadas por minuto por el OST en cuestion durante un periodo
especifico.

La estadistica Minimum es la cantidad mas baja de operaciones de
lectura realizadas por minuto por el OST en cuestion durante un periodo
especifico.

La estadistica Maximum es la cantidad mas alta de operaciones de
lectura realizadas por minuto por el OST en cuestion durante un periodo
especifico.

Para calcular las IOPS promedio del disco durante el periodo, use la
estadistica Average y divida el resultado por 60 (segundos).

Unidades: recuento

Estadisticas validas: Sum, Average, Minimum y Maximum
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Métrica

DiskWrite
Operations

Descripcién

La cantidad de operaciones de escritura (E/S del disco) de este OST. Se
emite una métrica por minuto para cada uno de los OST del sistema de
archivos.

La estadistica Sum es la cantidad total de operaciones de escritura
realizadas por el OST en cuestion durante un periodo especifico.

La estadistica Average es la cantidad promedio de operaciones de
escritura realizadas por minuto por el OST en cuestion durante un
periodo especifico.

La estadistica Minimum es la cantidad mas baja de operaciones de
escritura realizadas por minuto por el OST en cuestién durante un
periodo especifico.

La estadistica Maximum es |la cantidad mas alta de operaciones de
escritura realizadas por minuto por el OST en cuestion durante un
periodo especifico.

Para calcular las IOPS promedio del disco durante el periodo, use la
estadistica Average y divida el resultado por 60 (segundos).

Unidades: recuento

Estadisticas validas: Sum, Average, Minimum y Maximum
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Métrica

DiskIopsU
tilization

Descripcién

Utilizacién de IOPS del disco de un OST, expresado como porcentaje
del limite de IOPS del disco del OST. Se emite una métrica por minuto
para cada uno de los OST del sistema de archivos.

La estadistica Average es la utilizaciéon promedio de IOPS del disco del
OST en cuestidon durante un periodo especifico.

La estadistica Minimum es la utilizacidn mas baja de IOPS del disco del
OST en cuestion durante un periodo especifico.

La estadistica Maximum es la utilizacidon mas alta de IOPS del disco del
OST en cuestion durante un periodo especifico.

Unidad: porcentaje

Estadisticas validas: Average, Minimum y Maximum

Métricas de metadatos de FSx para Lustre

El espacio de nombres de AWS/FSx incluye las siguientes métricas de metadatos. La métrica
CPUUtilization toma las dimensiones FileSystemIdy FileServer, mientras que las demas
métricas toman las dimensiones FileSystemId y StorageTargetId.

* FileSystemlId: el identificador del recurso de AWS del sistema de archivos.

+ StorageTargetId: el nombre del destino de los metadatos (MDT). Los MDT usan la convencion
de nomenclatura de los MDT <MDTIndex> (por ejemplo, MDT0001).

* FileServer: el nombre del servidor de metadatos (MDS) del sistema de archivos de Lustre.
Cada MDS se aprovisiona con un destino de metadatos (MDT). Los MDS usan la convencion de
nomenclatura de MDS <HostIindex>, en la que HostIndex representa un valor hexadecimal de
4 digitos derivado del indice MDT del servidor. Por ejemplo, el primer MDS aprovisionado con
MDTQ0Q0 usara MDSQ000 y el segundo MDS aprovisionado con MDT@@01 usara MDS0001. El
sistema de archivos contiene varios servidores de metadatos si el sistema de archivos tiene una

configuracion de metadatos especificada.
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Métrica Descripcion

CPUUtilization El porcentaje de utilizacion de los recursos
de CPU de MDS del sistema de archivos. Se
emite una métrica por minuto para cada uno
de los MDS del sistema de archivos.

La estadistica Average es la utilizacién
promedio de la CPU del MDS durante un
periodo especifico.

La estadistica Minimum es la utilizacion mas
baja de la CPU del MDS en cuestion durante
un periodo especifico.

La estadistica Maximum es la utilizacion mas
alta de la CPU del MDS en cuestion durante
un periodo especifico.

Unidad: porcentaje

Estadisticas validas: Average, Minimumy
Maximum

FileCreateOperations Cantidad total de operaciones de creacion de
archivos.

Unidad: recuento

FileOpenOperations Cantidad total de operaciones de apertura de
archivos.

Unidad: recuento

FileDeleteOperations Cantidad total de operaciones de eliminacién
de archivos.

Unidad: recuento

StatOperations Cantidad total de operaciones de estado.

Métricas y dimensiones 297



FSx para Lustre

Guia del usuario de Lustre

Métrica

RenameOperations

Descripcion

Unidad: recuento

Cantidad total de cambios de nombre de
directorio, ya sean cambios de nombre de
directorio locales o cruzados.

Unidad: recuento

Métricas de la capacidad de almacenamiento de FSx para Lustre

El espacio de nombres AWS/FSx incluye las siguientes métricas de la capacidad de almacenamiento.
Todas estas métricas tienen dos dimensiones, FileSystemIdy StorageTargetId, excepto
LogicalDiskUsage y PhysicalDiskUsage, que toman la dimension FileSystemId.

Métrica

FreeDataStorageCapacity

Descripcién

La cantidad de capacidad de almacenamiento disponible
en este OST. Se emite una métrica por minuto para cada
uno de los OST del sistema de archivos.

La estadistica Sum es la cantidad total de bytes disponibl
es en el OST en cuestidn durante un periodo especifico.

La estadistica Average es la cantidad promedio de
bytes disponibles en el OST en cuestion durante un
periodo especifico.

La estadistica Minimum es la cantidad mas baja de bytes
disponibles en el OST en cuestidén durante un periodo
especifico.

La estadistica Maximum es la cantidad mas alta de bytes
disponibles en el OST en cuestién durante un periodo
especifico.

Unidades: bytes

Métricas y dimensiones

298



FSx para Lustre

Guia del usuario de Lustre

Métrica

StorageCapacityUtilization

Descripcién

Estadisticas validas: Sum, Average, Minimumy
Maximum

La utilizacién de la capacidad de almacenamiento del
OST de un sistema de archivos determinado. Se emite
una métrica por minuto para cada uno de los OST del
sistema de archivos.

La estadistica Average es la cantidad promedio de
utilizacién de la capacidad de almacenamiento del OST
en cuestion durante un periodo especifico.

La estadistica Minimum es la cantidad minima de
utilizacion de la capacidad de almacenamiento del OST
en cuestion durante un periodo especifico.

La estadistica Maximum es la cantidad maxima de
utilizacion de la capacidad de almacenamiento del OST
en cuestion durante un periodo especifico.

Unidad: porcentaje

Estadisticas validas: Average, Minimum, Maximum
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Métrica

StorageCapacityUti
lizationWithCachedWrites

Descripcién

La utilizacién de la capacidad de almacenamiento del
OST de un sistema de archivos determinado, incluido
el espacio reservado para las escrituras en caché en el
cliente. Se emite una métrica por minuto para cada uno
de los OST del sistema de archivos.

La estadistica Average es la cantidad promedio de
utilizacion de la capacidad de almacenamiento del OST
en cuestion durante un periodo especifico.

La estadistica Minimum es la cantidad minima de
utilizacidon de la capacidad de almacenamiento del OST
en cuestion durante un periodo especifico.

La estadistica Maximum es la cantidad maxima de
utilizacién de la capacidad de almacenamiento del OST
en cuestion durante un periodo especifico.

Unidad: porcentaje

Estadisticas validas: Average, Minimum, Maximum

Métricas y dimensiones

300



FSx para Lustre Guia del usuario de Lustre

Métrica Descripcién

LogicalDiskUsage La cantidad de datos légicos almacenados (sin comprimir

).

La estadistica Sum es el numero total de bytes logicos
almacenados en el sistema de archivos. La estadisti

ca Minimum es la menor cantidad de bytes l6gicos
almacenados en un OST del sistema de archivos. La
estadistica Maximum es el mayor niumero de bytes
l6gicos almacenados en un OST del sistema de archivos.
La estadistica Average es la cantidad promedio de
bytes l6gicos almacenados por OST. La estadistica
SampleCount es la cantidad de OST.

Unidades:

» Bytes para Sum, Minimum, Maximum.

* Recuentode,,,y.SampleCount .

Estadisticas validas: Sum, Minimum, Maximum,
Average, SampleCount
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Métrica Descripcién

PhysicalDiskUsage La cantidad de almacenamiento ocupada fisicamente por
los datos del sistema de archivos (comprimidos).

La estadistica Sum es la cantidad total de bytes ocupados
en OST del sistema de archivos. La estadistica Minimum
es la cantidad total de bytes ocupados en el OST mas
vacio. La estadistica Maximum es la cantidad total de
bytes ocupados en el OST mas lleno. La estadistica
Average es la cantidad promedio de bytes ocupados por
OST. La estadistica SampleCount es la cantidad de
OST.

Unidades:

* Bytes para Sum, Minimum, Maximum.

* Recuentode,,,y.SampleCount .

Estadisticas validas: Sum, Minimum, Maximum,
Average, SampleCount

Métricas del repositorio de S3 de FSx para Lustre

FSx para Lustre publica las siguientes métricas AutoImport (importacion automatica) y
AutoExport (exportacién automatica) en el espacio de nombres FSx en CloudWatch. Estas
métricas utilizan dimensiones para permitir mediciones mas granulares de sus datos. Todas las
métricas AutoImport y AutoExport tienen las dimensiones FileSystemId y Publisher.

Métrica Descripcién

AgeOfOldestQueuedMessage La antigiiedad, en segundos, del mensaje

mas antiguo en espera de ser exportado.
Dimensioén: AutoExport

La estadistica Average es la edad media
del mensaje mas antiguo en espera de
ser exportado. La estadistica Maximum
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Métrica

RepositoryRenameOperations

Dimension: AutoExport

Descripcion

es el numero maximo de segundos que
un mensaje ha permanecido en la cola de
exportacion. La estadistica Minimum es
el numero maximo de segundos que un
mensaje ha permanecido en la cola. Un
valor de cero indica que no hay mensajes
esperando a ser exportados.

Unidades: segundos

Estadisticas validas: Average, Minimum,
Maximum

El numero de cambios de nombre procesado
s por el sistema de archivos en respuesta a
un cambio de nombre de directorio mayor.

La estadistica Sum es el numero total de
operaciones de cambio de nombre que

se producen al cambiar el nombre de un
directorio. La estadistica Average es el
numero medio de operaciones de cambio
de nombre del sistema de archivos. La
estadistica Maximum es el nUmero maximo
de operaciones de cambio de nombre
asociadas a un cambio de nombre de
directorio en el sistema de archivos. La
estadistica Minimum es el numero minimo
de cambios de nombres asociados a un
cambio de nombre de directorio en el
sistema de archivos.

Unidades: recuento

Estadisticas validas: Sum, Average,
Minimum y Maximum
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Métrica
AgeOfOldestQueuedMessage

Dimension: AutoImport

Dimensiones de FSx para Lustre

Descripcion

La antigiiedad, en segundos, del mensaje
mas antiguo en espera de ser importado.

La estadistica Average es la edad media
del mensaje mas antiguo en espera de

ser importado. La estadistica Maximum

es el numero maximo de segundos que

un mensaje ha permanecido en la cola de
importacion. La estadistica Minimum es

el numero minimo de segundos que un
mensaje ha permanecido en la cola de
importacion. Un valor de cero indica que no
hay mensajes esperando a ser importados.

Unidades: segundos

Estadisticas validas: Average, Minimum,
Maximum

Las métricas de Amazon FSx para Lustre usan el espacio de nombres de AWS/FSx y las siguientes

dimensiones.

» La dimension FileSystemId indica el identificador de un sistema de archivos Yy filtra las

métricas que usted solicita a ese sistema de archivos individual. Puede encontrar el identificador

en la consola de Amazon FSx en el panel Resumen de la pagina de detalles del sistema de

archivos, en el campo ldentificador del sistema de archivos. El identificador del sistema de

archivos adopta la forma de fs-01234567890123456. También puede ver el identificador en la

respuesta del comando describe-file-systems de la CLI (la accion de API equivalente es

DescribeFileSystems).

* La dimension StorageTargetId indica qué OST (destino de almacenamiento de objetos) o MDT
(destino de metadatos) publicé las métricas de metadatos. Un StorageTargetId adopta la forma
de 0STxxxx (por ejemplo, 0STAOO1) o MDTxxxx (por ejemplo, MDTO0Q1).

* La dimensiéon FileServer denota lo siguiente
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» Para las métricas de OSS: el nombre del servidor de almacenamiento de objetos (OSS). Los
OSS usan la convencidon de nomenclatura 0SSxxxx (por ejemplo, 0SS0002).

» Para la métrica de utilizacién de la CPU: el nombre de un servidor de metadatos (MDS). Los
MDS usan la convencion de nomenclatura MDSxxxx (por ejemplo, MDS@002).

* La dimensién Publisher esta disponible en CloudWatch y la AWS CLI para las métricas
AutoImport y AutoImport para denotar qué servicio publico las métricas.

Para obtener mas informacién acerca de las dimensiones, consulte Dimensiones en la Guia del
usuario de Amazon CloudWatch.

Advertencias y recomendaciones de rendimiento

FSx para Lustre muestra una advertencia para las métricas de CloudWatch cada vez que una
de estas métricas se acerca o supera un umbral predeterminado para varios puntos de datos
consecutivos. Estas advertencias le brindan recomendaciones practicas que puede utilizar para
optimizar el rendimiento del sistema de archivos.

Se puede acceder a las advertencias en varias areas del panel Supervision y rendimiento en la
consola de Amazon FSx para Lustre. Todas las advertencias de rendimiento de Amazon FSx activas
o recientes y todas las alarmas de CloudWatch configuradas para el sistema de archivos que se
encuentre en estado de alarma aparecen en el panel Supervision y rendimiento de la seccion
Resumen. La advertencia también aparece en la seccidn del panel de control donde se muestra el
grafico métrico. Estas advertencias desaparecen automaticamente del panel de control 24 horas
después de que las métricas subyacentes caigan por debajo del umbral de advertencia.

Puede crear alarmas de CloudWatch para cualquiera de las métricas de Amazon FSx. Para obtener
mas informacion, consulte Creacion de alarmas de CloudWatch para monitorizar las métricas de .

Utilice las advertencias de rendimiento para mejorar el rendimiento del sistema de
archivos

Amazon FSx ofrece recomendaciones practicas que puede utilizar para optimizar el rendimiento de
su sistema de archivos. Puede tomar las medidas recomendadas si espera que el proble continue
o si esta afectando al rendimiento del sistema de archivos. En funcién de la métrica que haya
provocado la advertencia, puede resolverla aumentando la capacidad de rendimiento, la capacidad
de almacenamiento o las IOPS de metadatos del sistema de archivos, tal y como se describe en la
siguiente tabla.

Advertencias y recomendaciones de rendimiento 305


https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/cloudwatch_concepts.html#Dimension

FSx para Lustre

Guia del usuario de Lustre

Secciéon Si hay una advertencia para esta métrica
del panel

Storage capacity utilization

Almacenam
iento

Storage capacity utilization with
cached writes

Rendimien

to del

almacenam Network throughput
iento de

objetos

Haga lo siguiente

Aumente la capacidad de
almacenamiento del sistema de
archivos.

Si la utilizacion de la capacidad
de almacenamiento solo es
mayor para un subconjunto de
los destinos de almacenamiento
de objetos (OST) del sistema
de archivos, también puede
reequilibrar la carga de trabajo
para que la utilizacion de la
capacidad de almacenamiento
se equilibre de manera mas
uniforme en todo el sistema de
archivos.

Reduzca el tamano de la

memoria caché de escritura

de los clientes configurando el
parametro max_dirty_mb en los
clientes.

Aumente la capacidad de

rendimiento del sistema de

archivos.

Si la utilizacion del rendimiento
es mayor para un subconjunto
de los servidores de almacenam
iento de objetos (OSS) del
sistema de archivos, también
puede reequilibrar la carga de
trabajo para que la utilizacion
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Secciéon Si hay una advertencia para esta métrica

del panel

Disk throughput

Disk IOPS

Haga lo siguiente

del rendimiento se equilibre de
manera mas uniforme en todo el
sistema de archivos.

Aumente la capacidad de

rendimiento del sistema de

archivos.

Si la utilizacion de rendimien
to del disco es mayor para un
subconjunto de los servidores
de almacenamiento de objetos
(OSS) del sistema de archivos,
también puede reequilibrar la

carga de trabajo para que la
utilizacién de rendimiento del
disco se equilibre de manera
mas uniforme en todo el sistema
de archivos.

Aumente la capacidad de

almacenamiento del sistema de

archivos.

Si la utilizacion de IOPS

del disco es mayor para un
subconjunto de los destinos
de almacenamiento de objetos
(OST) del sistema de archivos,
también puede reequilibrar la
carga de trabajo para que la
utilizacién de IOPS del disco
se equilibre de manera mas
uniforme en todo el sistema de
archivos.
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Secciéon Si hay una advertencia para esta métrica

del panel

CPU utilization
Rendimien

to de
metadatos

Metadata IOPS

Haga lo siguiente

Aumente la capacidad de
almacenamiento del sistema de

archivos.

Si necesita escalar el rendimien
to de los metadatos independi
entemente de la capacidad

de almacenamiento, puede
migrar a un nuevo sistema de

archivos que permita aprovisio
nar el rendimiento de metadatos
mas alla de la capacidad de
almacenamiento mediante el
parametro MetadataConfigurat
ion.

Aumente las IOPS de
metadatos del sistema de

archivos.

Para obtener mas informacion sobre el rendimiento del sistema de archivos, consulte Rendimiento de

Amazon FSx for Lustre.

Creacion de alarmas de CloudWatch para monitorizar las métricas de

Puede crear una alarma de CloudWatch que envie un mensaje de Amazon SNS cuando la alarma
cambie de estado. Una alarma controla una unica métrica durante el periodo que especifique y
realiza una o varias acciones en funcién del valor de la métrica relativo a un determinado umbral
durante un periodo. La accidn es una notificacidon que se envia a un tema de Amazon SNS o a una

politica de Auto Scaling.

Las alarmas invocan acciones unicamente para los cambios de estado prolongados. Las alarmas de
CloudWatch no invocan acciones simplemente porque estén en un estado particular. El estado debe

Crear alarmas de CloudWatch

308



FSx para Lustre Guia del usuario de Lustre

cambiar y permanecer modificado durante un periodo especifico. Puede crear alarmas con la consola
de Amazon FSx o la consola de CloudWatch.

Los siguientes procedimientos describen como crear alarmas para Amazon FSx para Lustre con la
consola, la AWS CLI y la API.

Como establecer alarmas con la consola de Amazon FSx para Lustre

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. En el panel de navegacion, elija Sistemas de archivos y, a continuacion, elija el sistema de
archivos para el que desea crear la alarma.

En la pagina Resumen, seleccione Supervision y rendimiento.
Seleccione Crear alarma de CloudWatch. Se lo redirigira a la consola de CloudWatch.
Elija Seleccionar métricas y, luego, Siguiente.

En la seccidon de Métricas, elija FSX.

N o o bk~ w

Elija Métricas del sistema de archivos, seleccione la métrica para la que desea configurar la
alarma y, a continuacion, elija Seleccionar métrica.

8. En la seccion Condiciones, elija las condiciones para la alarma, y luego, Siguiente.

® Note

Es posible que las métricas no se publiquen durante el mantenimiento del sistema de
archivos. Para evitar cambios innecesarios y enganosos en el estado de las alarmas y
configurar las alarmas de manera que sean resistentes a los puntos de datos faltantes,
consulte Configuracion del modo en que las alarmas de CloudWatch tratan los datos

faltantes en la Guia del usuario de Amazon CloudWatch.

9. Sidesea que CloudWatch le envie un correo electronico o una notificacion SNS cuando el
estado de la alarma activa la accion, elija Siempre que ocurra este estado de alarma.

En Seleccionar un tema de SNS, elija un tema de SNS existente. Si selecciona Crear tema,
puede definir el nombre y las direcciones de correo electronico de una nueva lista de suscripcion
de correo electronico. Esta lista se guarda y aparece en el campo para futuras alarmas. Elija
Siguiente.
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/A Warning

Si utiliza Crear tema para crear un nuevo tema de Amazon SNS, debe verificar

las direcciones de correo electronico para que reciban notificaciones. Los correos
electronicos solo se envian cuando la alarma entra en estado de alarma. Si este cambio
en el estado de la alarma se produce antes de que se verifiquen las direcciones de
correo electrénico, no reciben una notificacion.

10. Rellene los valores de Nombre, Descripcion, y Siempre que de la métrica, y luego seleccione
Siguiente.

11. En la pagina Vista previa y crear, revise la alarma y elija Crear alarma.

Como establecer alarmas utilizando la consola de CloudWatch

1. Inicie sesion en la Consola de administracion de AWS y abra la consola de CloudWatch en
https://console.aws.amazon.com/cloudwatch/.

2. Elija Crear alarma para iniciar el Asistente de creacion de alarmas.

3. Elija Métricas de FSx para localizar una métrica. Para filtrar los resultados, puede buscar el
identificador del sistema de archivos. Seleccione la métrica para la que desea crear una alarma
y elija Siguiente.

4. Escriba valores para Nombre y Descripcion y, luego, seleccione Siempre que para la métrica.

5. Sidesea que CloudWatch le envie un correo electronico cuando se alcance el estado de la
alarma, elija El estado es ALARMA para Siempre que esta alarma. En Enviar notificacion a,
elija un tema de SNS existente. Si selecciona Crear tema, puede definir los nombres y las
direcciones de correo electronico de una nueva lista de suscripcion de correo electronico. Esta
lista se guarda y aparece en el campo para futuras alarmas.

/A Warning

Si utiliza Crear tema para crear un nuevo tema de Amazon SNS, debe verificar

las direcciones de correo electronico para que reciban notificaciones. Los correos
electronicos solo se envian cuando la alarma entra en estado de alarma. Si este cambio
en el estado de la alarma se produce antes de que se verifiquen las direcciones de
correo electrénico, no reciben una notificacion.

Crear alarmas de CloudWatch 310


https://console.aws.amazon.com/cloudwatch/

FSx para Lustre Guia del usuario de Lustre

6. Vea la vista previa de la alarma y, a continuacién, seleccione Crear alarma o regrese para
realizar cambios.
Como configurar una alarma mediante la AWS CLI

 Llame a put-metric-alarm. Para obtener mas informacion, consulte la referencia de
comandos de la AWS CLI.

Como configurar una alarma mediante CloudWatch

. Llamar a PutMetricAlarm. Para obtener mas informacion, consulte la Referencia de la API de
Amazon CloudWatch.

Registro con los Registros de Amazon CloudWatch

FSx para Lustre permite registrar en los Registros de Amazon CloudWatch los eventos de error y
advertencia de los repositorios de datos asociados a su sistema de archivos.

(® Note

El registro con los Registros de Amazon CloudWatch solo esta disponible en los sistemas
de archivos de Amazon FSx para Lustre creados después de las 15:00 PST del 30 de
noviembre de 2021.

Temas

 Informacién general de los registros

» Registro de destinos

» Administracion de registros

 Visualizacién de registros

Informacion general de los registros

Si tiene repositorios de datos vinculados a su sistema de archivos de FSx para Lustre, puede
habilitar el registro de los eventos del repositorio de datos en los Registros de Amazon CloudWatch.
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Los eventos de error y advertencia se pueden registrar para los eventos de importacion, exportacion
y restauracion. Para obtener mas informacion sobre estas operaciones y sobre como vincular a los
repositorios de datos, consulte Uso de repositorios de datos con Amazon FSx for Lustre.

Puede configurar los niveles de registro que registra Amazon FSx; es decir, si Amazon FSx va a
registrar los eventos de error unicamente, solo los eventos de advertencia, o tanto los eventos de
error como de advertencia. También puede desactivar el registro de eventos en cualquier momento.

(® Note

Le recomendamos encarecidamente que habilite los registros para los sistemas de archivos
que tienen cualquier nivel de funcionalidad critica asociada a ellos.

Registro de destinos

Cuando el registro esta activado, FSx para Lustre debe configurarse con un destino de los Registros
de Amazon CloudWatch. El destino de registro de eventos es un grupo de registro de los Registros
de Amazon CloudWatch y Amazon FSx crea un flujo de registro para su sistema de archivos dentro
de este grupo de registro. Los registros de CloudWatch le permite almacenar, ver y buscar registros
de eventos de auditoria en la consola de Amazon CloudWatch, ejecutar consultas en los registros
mediante CloudWatch Logs Insights y activar alarmas de CloudWatch o funciones de Lambda.

El destino del registro se elige al crear el sistema de archivos de FSx para Lustre o, posteriormente,
al actualizarlo. Para obtener mas informacion, consulte Administracion de registros.

De forma predeterminada, Amazon FSx creara y utilizara un grupo de registro de los Registros de
CloudWatch predeterminado en su cuenta como destino del registro de eventos. Si quiere usar

un grupo de registro de los Registros de CloudWatch personalizados como destino del registro de
eventos, estos son los requisitos para el nombre y la ubicacion del destino del registro de eventos:

» El nombre del grupo de registro de los Registros de Amazon CloudWatch debe empezar por el
prefijo /aws/fsx/.

» Si no tiene un grupo de registro de los Registros de CloudWatch existente al crear o actualizar
un sistema de archivos en la consola, Amazon FSx para Lustre puede crear y usar un flujo
de registro predeterminado en el grupo de registro /aws/fsx/lustre de los Registros de
CloudWatch. El flujo de registro se creara con el formato datarepo_file_system_id (por
ejemplo, datarepo_fs-0123456789abcdef0).
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» Si no quiere usar el grupo de registro predeterminado, la interfaz de usuario de configuracion le
permite crear un grupo de registro de los Registros de CloudWatch al crear o actualizar el sistema
de archivos en la consola.

» El grupo de registro de los Registros de CloudWatch de destino debe estar en la misma particion
de AWS, Regién de AWS y Cuenta de AWS como su sistema de archivos de Amazon FSx para
Lustre.

Puede cambiar el destino del registro de eventos en cualquier momento. Al hacerlo, los nuevos
registros de eventos se envian solo al nuevo destino.

Administracion de registros

El destino del registro se elige al crear el sistema de archivos de FSx para Lustre o, posteriormente,
al actualizarlo. El registro esta activado de forma predeterminada al crear un sistema de archivos
desde la consola Amazon FSx. Sin embargo, el registro esta desactivado de forma predeterminada al
crear un sistema de archivos con la API AWS CLI de Amazon FSx.

En los sistemas de archivos existentes que tienen activado el registro, puede cambiar la
configuracion del registro de eventos, incluido el nivel de registro para el que se registraran los
eventos y el destino del registro. Puede realizar estas tareas mediante la consola de Amazon FSx,
AWS CLI, o la APl de Amazon FSx.

Para habilitar el registro al crear un sistema de archivos (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. Siga el procedimiento para crear un nuevo sistema de archivos que se describe en Paso 1: crear
un sistema de archivos FSx para Lustre en la seccién Primeros pasos.

3. Abra la seccion Registro (opcional). El registro esta habilitado de forma predeterminada.
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v Logging - optional

Log data repository events Info
You can log error and warning events for data repository import/fexport activity associated with your file
system to CloudWatch Logs.

Log errors

Log warnings

Choose a CloudWatch Logs destination

Jaws/fsx/lustre v

Create new Z

Pricing
Standard Amazon CloudWatch Logs pricing applies based on your usage. Learn more B

4. Continue con la siguiente seccion del asistente de creacion del sistema de archivos.

Cuando el sistema de archivos esté disponible, se habilitara el registro.

Para habilitar el registro al crear un sistema de archivos (CLI)

1. Al crear un nuevo sistema de archivos, utilice la propiedad LogConfiguration conla
operacion CreateFileSystem para habilitar el registro en el nuevo sistema de archivos.

create-file-system --file-system-type LUSTRE \
--storage-capacity 1200 --subnet-id subnet-08b31917a72b548a9 \
--lustre-configuration "LogConfiguration={Level=WARN_ERROR, \
Destination="arn:aws:logs:us-east-1:234567890123:1og-group:/aws/fsx/
testEventLogging"}"

2. Cuando el sistema de archivos esté disponible, se habilitara la caracteristica de registro.

Como cambiar la configuracion de registro (consola)

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

2. Vaya a Sistemas de archivos y elija el sistema de archivos de Lustre para el que desee gestionar
el registro.

3. Elija la pestana Data repository.
4. En el panel de registro, seleccione Actualizar.

5. En el cuadro de didlogo Actualizar la configuracién del registro, cambie los ajustes deseados.

Administracion de registros 314


https://docs.aws.amazon.com/fsx/latest/APIReference/API_CreateFileSystem.html
https://console.aws.amazon.com/fsx/

FSx para Lustre Guia del usuario de Lustre

a. Seleccione Registrar errores para registrar solo los eventos de error o Registrar
advertencias para registrar solo los eventos de advertencia, o ambas opciones. El registro
estara desactivado si no se selecciona nada.

b. Elija un destino de registro de los Registros de CloudWatch existente o cree uno nuevo.

6. Seleccione Save.

Como cambiar la configuracion de registro (CLI)

«  Utilice el comando CLI update-file-system o la operacién API equivalente CLI

UpdateFileSystem.

update-file-system --file-system-id fs-0123456789abcdef@ \
--lustre-configuration "LogConfiguration={Level=WARN_ERROR, \
Destination="arn:aws:logs:us-east-1:234567890123:10g-group:/aws/fsx/
testEventLogging"}"

Visualizacion de registros

Puede ver los registros una vez que Amazon FSx haya empezado a emitirlos. También puede ver los
siguientes registros:

» Puede ver los registros accediendo a la consola de Amazon CloudWatch y seleccionando el
grupo de registro y el flujo de registro al que se envian los registros de eventos. Para obtener mas
informacion, consulte Ver los datos de registro enviados a CloudWatch Log en la Guia del usuario
de Registros de Amazon Cloudwatch.

» Puede utilizar la Informacion de registros de CloudWatch para buscar y analizar de forma
interactiva los datos de registro. Para obtener mas informacion, consulte Analizar los datos de
registro con Informacion de registros de CloudWatch en la Guia del usuario de Registros de
Amazon CloudWatch.

« También puede exportar registros a Amazon S3. Para obtener mas informacion, consulte Exportar
datos de registros a Amazon S3 en la Guia del usuario de Registros de Amazon CloudWatch.

Para obtener mas informacién sobre los motivos de los fallos, consulte Registros de eventos del
repositorio de datos.
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Registro de llamadas a la APl FSx para Lustre con AWS CloudTrall

Amazon FSx para Lustre se integra con AWS CloudTrail, un servicio que proporciona un registro de
las acciones realizadas por un usuario, un rol o un servicio de AWS en Amazon FSx para Lustre.
CloudTrail captura todas las llamadas a la APl para Amazon FSx para Lustre como eventos. Las
llamadas capturadas incluyen las llamadas desde la consola de Amazon FSx para Lustre y las
llamadas desde el cédigo a las operaciones de la APl de Amazon FSx para Lustre.

Si crea un registro de seguimiento, puede habilitar la entrega continua de eventos de CloudTrail a un
bucket de Amazon S3, incluidos los eventos de Amazon FSx para Lustre. Si no configura un registro
de seguimiento, puede ver los eventos mas recientes en la consola de CloudTrail en el Historial de
eventos. Mediante la informacion recopilada por CloudTrail, puede determinar la solicitud que se
realizé a Amazon FSx para Lustre. También puede identificar la direccion IP desde la que se realizd
la solicitud, quién realizé la solicitud, cuando se realiz6 y detalles adicionales.

Para obtener mas informacion sobre CloudTrail, consulte la Guia del usuario de AWS CloudTrail.

Informacién de Amazon FSx para Lustre en CloudTrail

CloudTrail se habilita en su cuenta de AWS cuando la crea. Cuando se produce una actividad de la
APl en Amazon FSx para Lustre, dicha actividad se registra en un evento de CloudTrail junto con

los eventos de los demas servicios de AWS en Historial de eventos. Puede ver, buscar y descargar
los ultimos eventos de la cuenta de AWS. Para obtener mas informacion, consulte Visualizacion de

eventos con el historial de eventos de CloudTrail.

Para mantener un registro continuo de los eventos de la cuenta de AWS, incluidos los eventos de
Amazon FSx para Lustre, cree un registro de seguimiento. Un registro de seguimiento permite a
CloudTrail enviar archivos de registro a un bucket de Amazon S3. De manera predeterminada,
cuando se crea un registro de seguimiento en la consola, el registro de seguimiento se aplica a
todas las regiones de AWS. El seguimiento registra los eventos de todas las regiones de AWS en

la particion de AWS y envia los archivos de registro al bucket de Amazon S3 especificado. También
es posible configurar otros servicios de AWS para analizar en profundidad y actuar en funcion de los
datos de eventos recopilados en los registros de CloudTrail. Para obtener mas informacion, consulte
los siguientes temas en la Guia del usuario de AWS CloudTrail:

« Introduccion a la creacion de registros de seguimiento

» Servicios e integraciones compatibles con CloudTrail

» Configuracion de notificaciones de Amazon SNS para CloudTrail
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» Recepcion de archivos de registro de CloudTrail de varias regiones y Recepcién de archivos de
registro de CloudTrail de varias cuentas

CloudTrail registra todas las llamadas a la AP| de Amazon FSx para Lustre. Por ejemplo, las
llamadas a las operaciones CreateFileSystemy TagResource generan entradas en los archivos

de registro de CloudTrail.

Cada entrada de registro o evento contiene informacion acerca de quién generé la solicitud. La
informacion de identidad del usuario lo ayuda a determinar lo siguiente:

+ Si la solicitud se realiz6 con credenciales de usuario de AWS Identity and Access Management
(IAM) o credenciales de usuario raiz.

 Si la solicitud se realiz6 con credenciales de seguridad temporales de un rol o fue un usuario
federado.

» Si la solicitud la realizd otro servicio de AWS.

Para obtener mas informacién, consulte el Elemento userldentity de CloudTrail en la Guia del usuario
de AWS CloudTrail.

Descripcion de las entradas de archivos de registro de Amazon FSx para
Lustre

Un registro de seguimiento es una configuracién que permite la entrega de eventos como archivos
de registros a un bucket de Amazon S3 que usted especifique. Los archivos de registro de CloudTrail
pueden contener una o varias entradas de registro. Un evento representa una solicitud especifica
realizada desde un origen y contiene informacion sobre la accién solicitada, la fecha y la hora de la
accion, los parametros de la solicitud, etc. Los archivos de registro de CloudTrail no rastrean el orden
en la pila de las llamadas publicas a la API, por lo que estas no aparecen en ningun orden especifico.

El siguiente ejemplo muestra una entrada de registro de CloudTrail que demuestra la operacion
TagResource cuando se crea una etiqueta para un sistema de archivos desde la consola.

"eventVersion": "1.05",
"userIdentity": {
"type": “Root”,
"principallId": “111122223333”,
"arn": "arn:aws:sts::111122223333:ro0t”,
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"accountId": “111122223333"”,
"accessKeyId": "AKIAIOSFODNN7EXAMPLE”,
"sessionContext": {
"attributes": {
"mfaAuthenticated": "false",
"creationDate": "2018-11-14T22:36:07Z2"

}
}
},
"eventTime": "2018-11-14T22:36:07Z",
"eventSource": "fsx.amazonaws.com",
"eventName": "TagResource",
"awsRegion": "us-east-1",

"sourceIPAddress": “192.0.2.0",
"userAgent": “console.amazonaws.com”,
"requestParameters": {

"resourceARN": "arn:aws:fsx:us-east-1:111122223333:file-system/fs-

abl2cd34ef56gh789”
},
"responseElements": null,
"requestID": “aEXAMPLE-abcd-1234-56ef-b4cEXAMPLES1”,
"eventID": “bEXAMPLE-gll12-3f5h-3sh4-ab6EXAMPLE9pP”,
"eventType": "AwsApiCall",
"apiVersion": "2018-03-01",
"recipientAccountId": “111122223333"”

El siguiente ejemplo muestra una entrada de registro de CloudTrail que demuestra la accion
UntagResource cuando una etiqueta para un sistema de archivos se elimina de la consola.

"eventVersion": "1.05",
"userIdentity": {
"type": “Root”,
"principalId": "111122223333",
"arn": "arn:aws:sts::111122223333:root",
"accountId": "111122223333",
"accessKeyId": "AKIAIOSFODNN7EXAMPLE",
"sessionContext": {
"attributes": {
"mfaAuthenticated": "false",
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"creationDate": "2018-11-14T23:40:54Z2"

}

}
I
"eventTime": "2018-11-14T23:40:547",
"eventSource": "fsx.amazonaws.com",
"eventName": "UntagResource",
"awsRegion": "us-east-1",
"sourceIPAddress": "192.0.2.0",
"userAgent": "console.amazonaws.com",

"requestParameters": {

"resourceARN": "arn:aws:fsx:us-east-1:111122223333:file-system/fs-

abl2cd34ef56gh789"
I
"responseElements": null,
"requestID": "QEXAMPLE-abcd-1234-56ef-b4cEXAMPLES1",
"eventID": "bEXAMPLE-gl12-3f5h-3sh4-ab6EXAMPLE9P",
"eventType": "AwsApiCall",
"apiVersion": "2018-03-01",
"recipientAccountId": "111122223333"

Descripcion de las entradas de archivos de registro de Amazon FSx para Lustre

319



FSx para Lustre Guia del usuario de Lustre

Migracion a Amazon FSx para Lustre usando AWS
DataSync

Se puede utilizar AWS DataSync para transferir datos entre sistemas de archivos de FSx para
Lustre. DataSync es un servicio de transferencia de datos que simplifica, automatiza y acelera

la transferencia y la replicacion de datos entre sistemas de almacenamiento autogestionados y
servicios de almacenamiento de AWS a través de Internet o Direct Connect. DataSync puede
transferir los datos de sistemas de archivos y también los metadatos, como la propiedad, las marcas
temporales y los permisos de acceso.

Como migrar archivos existentes a FSx para Lustre usando AWS
DataSync

Puede utilizar DataSync con FSx para sistemas de archivos Lustre para realizar migraciones de
datos puntuales, incorporar datos periddicamente para cargas de trabajo distribuidas, y programar la
replicacion para la proteccion y recuperacion de datos. Para obtener informacién sobre escenarios
de transferencia especificos, consulte ; Donde puedo transferir mis datos con AWS DataSync? en la
guia del usuario de AWS DataSync.

Requisitos previos

Para migrar datos a su configuracion de FSx para Lustre, necesita un servidor y una red que
cumplan con los requisitos de DataSync. Para obtener mas informacion, consulte Configuracion
inicial de AWS DataSync en la guia del usuario de AWS DataSync.

» Ha creado un sistema de archivo FSx para Lustre de destino. Para obtener mas informacion,
consulte Paso 1: crear un sistema de archivos FSx para Lustre.

» Los sistemas de archivos de origen y destino estan conectados en la misma nube privada virtual
(VPC). El sistema de archivos de origen puede estar ubicado en las instalaciones o en otra
Amazon VPC, Cuenta de AWS o Region de AWS, pero debe estar en una red sincronizada con la
del sistema de archivos de destino mediante Amazon VPC Peering, Transit Gateway, AWS Direct
Connect o Site-to-Site VPN. Para obtener mas informacion, consulte ; Qué es una conexion de
emparejamiento de VPC? en la Amazon VPC Peering Guide.
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® Note

DataSync solo puede transferir a través de Cuentas de AWS hacia FSx para Lustre o
desde FSx para Lustre si la otra ubicaciéon de transferencia es Amazon S3.

Pasos basicos para migrar archivos mediante DataSync

La transferencia de archivos de un origen a un destino mediante DataSync implica los siguientes
pasos basicos:

1. Descargue e implemente un agente en su entorno y activelo (no es necesario si se realiza una
transferencia entre Servicios de AWS uno y otro).

2. Cree una ubicacion de origen y de destino.
3. Cree una tarea.

4. Ejecute la tarea para transferir archivos desde el origen al destino.

Para obtener mas informacién, consulte los siguientes temas en la Guia del usuario de AWS
DataSync:

» Transferencia entre almacenamiento en las instalaciones y AWS

» Configuracion de transferencias de AWS DataSync con Amazon FSx para Lustre.

» Implementaciéon del agente en Amazon EC2

Pasos basicos de la migracion de DataSync
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Seguridad en Amazon FSx para Lustre

La seguridad en AWS es la principal prioridad. Como cliente de AWS, se beneficiara de una
arquitectura de red y de centros de datos disefiados para satisfacer los requisitos de seguridad de las
organizaciones mas exigentes.

La seguridad es una responsabilidad compartida entre AWS y el usuario. El modelo de
responsabilidad compartida la describe como seguridad de la nube y seguridad en la nube:

» Seguridad de la nube: AWS es responsable de proteger la infraestructura que ejecuta los servicios
de AWS en Amazon Web Services Cloud. AWS también brinda servicios que puede utilizar
de forma segura. Auditores externos prueban y verifican periddicamente la eficacia de nuestra
seguridad en el marco de los programas de conformidad de AWS. Para obtener mas informacion

sobre los programas de conformidad que se aplican a Amazon FSx for Lustre, consulte Servicios
de AWS en el ambito del programa de conformidad.

» Seguridad en la nube: su responsabilidad se determina segun el servicio de AWS que utilice.
También es responsable de otros factores, incluida la confidencialidad de los datos, los requisitos
de la empresa y la legislacion y la normativa aplicables.

Esta documentacion le ayuda a comprender cdmo aplicar el modelo de responsabilidad compartida
a la hora de utilizar Amazon FSx for Lustre. En los siguientes temas, se mostrara como configurar
Amazon FSx para satisfacer sus objetivos de seguridad y conformidad. También puede aprender a
usar otros servicios de Amazon que ayudan a supervisar y proteger los recursos de Amazon FSx for
Lustre.

A continuacion encontrara una descripcidon de las consideraciones de seguridad para trabajar con
Amazon FSx.

Temas

* Proteccién de los datos en Amazon FSx for Lustre

» Administracion de identidades y accesos para Amazon FSx for Lustre

* Control de acceso al sistema de archivos con Amazon VPC

* ACL de la red de Amazon VPC

» Validacion de la conformidad de Amazon FSx para Lustre

* Amazon FSx para Lustre y Puntos de conexion de VPC de interfaz (AWS PrivateLink)
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Proteccion de los datos en Amazon FSx for Lustre

El modelo de responsabilidad compartida, y de AWS se aplica a la proteccion de datos de Amazon
FSx for Lustre. Como se describe en este modelo, AWS es responsable de proteger la infraestructura
global que ejecuta toda la Nube de AWS. Eres responsable de mantener el control sobre el contenido
alojado en esta infraestructura. También eres responsable de las tareas de administracion y
configuracion de seguridad para los Servicios de AWS que utiliza. Para obtener mas informacion
sobre la privacidad de los datos, consulta las Preguntas frecuentes sobre la privacidad de datos.
Para obtener informacion sobre la proteccion de datos en Europa, consulta la publicacion de blog
sobre el Modelo de responsabilidad compartida de AWS y GDPR en el Blog de seguridad de AWS.

Con fines de proteccion de datos, recomendamos proteger las credenciales de la Cuenta de AWS y
configurar cuentas de usuario individuales con AWS IAM Identity Center o AWS ldentity and Access
Management (IAM). De esta manera, solo se otorgan a cada usuario los permisos necesarios para
cumplir sus obligaciones laborales. También recomendamos proteger sus datos de la siguiente
manera:

« Ultiliza la autenticacion multifactor (MFA) en cada cuenta.

 Utiliza SSL/TLS para comunicarse con los recursos de AWS. Se recomienda el uso de TLS 1.2y
recomendamos TLS 1.3.

» Configure los registros de API y de actividad de los usuarios con AWS CloudTrail. Para obtener
informacion sobre como utilizar registros de seguimiento de CloudTrail para capturar actividades
de AWS, consulta Working with CloudTrail trails en la Guia del usuario de AWS CloudTrail.

+ Utiliza las soluciones de cifrado de AWS, junto con todos los controles de seguridad
predeterminados dentro de los servicios de Servicios de AWS.

« Utiliza servicios de seguridad administrados avanzados, como Amazon Macie, que lo ayuden a
detectar y proteger los datos confidenciales almacenados en Amazon S3.

+ Si necesita modulos criptograficos validados FIPS 140-3 al acceder a AWS a través de una
interfaz de linea de comandos o una API, utiliza un punto de conexion de FIPS. Para obtener
mas informacion sobre los puntos de conexidén de FIPS disponibles, consulta Estandar de
procesamiento de la informacion federal (FIPS) 140-3.

Se recomienda encarecidamente no introducir nunca informacion confidencial o sensible, como por
ejemplo, direcciones de correo electronico de clientes, en etiquetas o campos de formato libre, tales
como el campo Nombre. Esto incluye las situaciones en las que debe trabajar con la Amazon FSx

u otros Servicios de AWS a través de la consola, la API, la AWS CLI o los SDK de AWS. Cualquier
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dato que ingrese en etiquetas o campos de texto de formato libre utilizados para nombres se puede
emplear para los registros de facturacién o diagnéstico. Si proporciona una URL a un servidor
externo, recomendamos encarecidamente que no incluya informacion de credenciales en la URL a
fin de validar la solicitud para ese servidor.

Temas

» Cifrado de datos en Amazon FSx for Lustre

» Privacidad del trafico entre redes

Cifrado de datos en Amazon FSx for Lustre

Amazon FSx for Lustre admite dos formas de cifrado para sistemas de archivos, el cifrado de datos
en reposo y el cifrado de datos en transito. El cifrado de los datos en reposo se activa de forma
automatica al crear un sistema de archivos Amazon FSx. El cifrado de datos en transito se habilita
automaticamente cuando accede a un sistema de archivos de Amazon FSx desde instancias de
Amazon EC2 que admiten esta caracteristica.

Cuando usar cifrado

Si su organizacion esta sujeta a politicas reglamentarias o corporativas que requieren el cifrado de
datos y metadatos en reposo, recomendamos crear un sistema de archivos cifrados y montar el
sistema de archivos con el cifrado de datos en transito.

Para obtener mas informacién sobre cdmo crear un sistema de archivos cifrado en reposo mediante
la consola, consulte Crear el sistema de archivos de Amazon FSx for Lustre.

Temas

 Cifrado de datos en reposo

» Cifrado de datos en transito

Cifrado de datos en reposo

El cifrado de los datos en reposo se habilita automaticamente al crear un sistema de archivos de
Amazon FSx for Lustre mediante la Consola de administracion de AWS, la AWS CLI o mediante
programacion a través de la APl de Amazon FSx o uno de los SDK de AWS. Su organizacion podria
necesitar el cifrado en reposo de todos los datos que cumplan una clasificacion especifica o que se
asocien a una determinada aplicacion, carga de trabajo o entorno. Si crea un sistema de archivos
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persistente, puede especificar la clave AWS KMS con la que se cifraran los datos. Si crea un sistema
de archivos Scratch, los datos se cifran usando claves gestionadas por Amazon FSx. Para obtener
mas informacién sobre cdmo crear un sistema de archivos cifrado en reposo mediante la consola,
consulte Crear el sistema de archivos de Amazon FSx for Lustre.

(® Note

La infraestructura de gestidén de claves de AWS utiliza algoritmos criptograficos aprobados
por el estandar de procesamiento de la informacion federal (FIPS) 140-2. La infraestructura
se adhiere a las recomendaciones del Instituto Nacional de Normas y Tecnologia (NIST)
800-57.

Para obtener mas informacion sobre como FSx para Lustre utiliza AWS KMS, consulte Como
Amazon FSx for Lustre usa AWS KMS.

Funcionamiento del cifrado en reposo

En un sistema de archivos cifrados, los datos y los metadatos se cifran automaticamente antes de
escribirse en el sistema de archivos. Del mismo modo, cuando se leen los datos y metadatos, se
descifran automaticamente antes de que se presenten a la aplicacion. Estos procesos los administra
Amazon FSx for Lustre de forma transparente, por lo que no tiene que modificar sus aplicaciones.

Amazon FSx for Lustre usa el algoritmo de cifrado AES-256 estandar del sector para cifrar datos en
reposo de sistemas de archivos. Para obtener mas informacion, consulte los Conceptos basicos de la
criptografia en la Guia del desarrollador de AWS Key Management Service.

Como Amazon FSx for Lustre usa AWS KMS

Amazon FSx for Lustre cifra datos de manera automatica antes de escribirse en el sistema de
archivos y los descifra de la misma manera a medida que se leen. Los datos se cifran mediante un
cifrado de bloques XTS-AES-256. Todos los sistemas de archivos scratch de FSx para Lustre se
cifran en reposo mediante claves administradas por AWS KMS. Amazon FSx for Lustre se integra
con AWS KMS para la administracion de claves Las claves utilizadas para cifrar los sistemas de
archivos Scratch en reposo son unicas por sistema de archivos y se destruyen una vez eliminado

el sistema de archivos. En el caso de los sistemas de archivos persistentes, debe elegir la clave de
KMS usada para cifrar y descifrar los datos. Puede especificar qué clave se usara cuando se cree un
sistema de archivos persistente. Puede habilitar, deshabilitar o revocar concesiones en esta clave de
KMS. Esta clave de KMS puede ser de uno de los dos siguientes tipos:
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» Clave administrada de AWSpara Amazon FSx: es la clave de KMS predeterminada. No se le
cobrara por crear ni almacenar una clave de KMS, pero si por utilizarla. Para mas informacion,
consulte Precios de AWS Key Management Service.

» Clave administrada por el cliente: se trata de la clave de KMS mas flexible, ya que puede
configurar las politicas de claves y concesiones para varios usuarios o servicios. Para obtener mas
informacion acerca de la creacion de claves administradas por el cliente, consulte la Creacion de
claves en la Guia para desarrolladores de AWS Key Management Service.

Si utiliza una clave administrada por el cliente como clave de KMS para el cifrado y descifrado de
datos de archivo, puede activar la rotacion de claves. Cuando se activa la rotacién de claves, AWS
KMS rota automaticamente su clave una vez al afio. Ademas, una clave administrada por el cliente le
permite elegir el momento en que desea deshabilitar, volver a habilitar, eliminar o revocar el acceso a
su clave gestionada por el cliente en cualquier momento.

/A Important

Amazon FSx solo admite claves KMS de cifrado simétricas. No puede utilizar claves KMS
asimétricas con Amazon FSx.

Politicas de claves de Amazon FSx para AWS KMS

Las politicas de claves son la forma principal de controlar el acceso a las claves KMS. Para obtener
mas informacién acerca de las politicas de claves, consulte Uso de las politicas de claves en AWS
KMS en la Guia para desarrolladores de AWS Key Management Service.En la siguiente lista se
describen todos los permisos relacionados con AWS KMS que Amazon FSx admite para sistemas de

archivos cifrados en reposo:

» kms:Encrypt: (opcional) cifra texto no cifrado en texto cifrado. Este permiso esta incluido en la
politica de claves predeterminada.

» kms: Decrypt: (obligatorio) descifra texto cifrado. El texto cifrado es texto no cifrado que se ha
cifrado previamente. Este permiso esta incluido en la politica de claves predeterminada.

» kms:ReEncrypt: (opcional) cifra datos del lado del servidor con una nueva clave de KMS,
sin exponer el texto no cifrado de los datos en el lado del cliente. Los datos se descifran en
primer lugar y luego se vuelven a cifrar. Este permiso esta incluido en la politica de claves
predeterminada.
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» kms:GenerateDataKeyWithoutPlaintext: (obligatorio) devuelve una clave de cifrado de datos
cifrada con una clave de KMS. Este permiso esta incluido en la politica de claves predeterminada
en kms:GenerateDataKey™.

» kms:CreateGrant: (obligatorio) afhade una concesion a una clave para especificar quién puede
utilizar la clave y en qué condiciones. Las concesiones son mecanismos de permiso alternativo
para las politicas de claves. Para obtener mas informacion sobre las concesiones, consulte Uso
de concesiones en la Guia para desarrolladores de AWS Key Management Service. Este permiso
esta incluido en la politica de claves predeterminada.

» kms:DescribeKey: (obligatorio) proporciona informacion detallada acerca de la clave de KMS
especificada. Este permiso esta incluido en la politica de claves predeterminada.

» kms:ListAliases: (opcional) muestra todos los alias de clave de la cuenta. Si utiliza la consola
para crear un sistema de archivos cifrados, este permiso rellena la lista para seleccionar la clave
de KMS. Le recomendamos que utilice este permiso para proporcionar la mejor experiencia de
usuario. Este permiso esta incluido en la politica de claves predeterminada.

Cifrado de datos en transito

Los sistemas de archivos persistentes y scratch 2 pueden cifrar automaticamente los datos en
transito cuando se accede a ellos desde instancias de Amazon EC2 que admiten el cifrado en
transito. También lo hacen para todas las comunicaciones entre hosts en el sistema de archivos.
Para saber qué instancias de EC2 admiten el cifrado en transito, consulte Cifrado en transito en la
guia del usuario de Amazon EC2.

Para obtener una lista de las Regiones de AWS en las que Amazon FSx para Lustre esta disponible,
consulte Disponibilidad del tipo de implementacion.

Privacidad del trafico entre redes

Este tema describe cdmo Amazon FSx protege las conexiones desde el servicio a otras ubicaciones.
Trafico entre Amazon FSx y clientes en las instalaciones

Tiene dos opciones de conectividad entre su red privada y AWS:

» Una conexién de AWS Site-to-Site VPN. Para obtener mas informacion, consulte ; Qué es AWS
Site-to-Site VPN?

» Una conexién de AWS Direct Connect. Para obtener mas informacion, consulte ; Qué es AWS

Direct Connect?
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Puede acceder a FSx para Lustre a través de la red para acceder a las operaciones de API
publicadas por AWS para realizar tareas administrativas y a los puertos de Lustre para interactuar
con el sistema de archivos.

Cifrar el trafico de la API

Para acceder a las operaciones de API publicadas AWS, los clientes deben ser compatibles con
la seguridad de la capa de transporte (TLS) 1.2 o una versidn posterior. Se recomienda el uso

de TLS 1.2 y recomendamos TLS 1.3. Los clientes también deben admitir conjuntos de cifrado
con confidencialidad directa total (PFS) tales como Ephemeral Diffie-Hellman (DHE) o Elliptic
Curve Diffie-Hellman Ephemeral (ECDHE). La mayoria de los sistemas modernos como Java 7

y posteriores son compatibles con estos modos. Ademas, las solicitudes deben estar firmadas
mediante un ID de clave de acceso y una clave de acceso secreta que esté asociada a una
entidad principal de IAM. También puede utilizar AWS Security Token Service (STS) para generar

credenciales de seguridad temporales para firmar solicitudes.
Cifrado del trafico de datos

El cifrado de los datos en transito se habilita desde las instancias EC2 compatibles que acceden a
los sistemas de archivos desde dentro de Nube de AWS. Para obtener mas informacion, consulte
Cifrado de datos en transito. FSx para Lustre no ofrece cifrado de forma nativa en transito entre
clientes locales y sistemas de archivos.

Administracion de identidades y accesos para Amazon FSx for
Lustre

AWS ldentity and Access Management (IAM) es una herramienta Servicio de AWS que ayuda al
administrador a controlar de forma segura el acceso a AWS los recursos. Los administradores de
IAM controlan quién puede autenticarse (iniciar sesion) y quién puede autorizarse (tener permisos)
para usar los recursos de Amazon FSx . ElI IAM es un Servicio de AWS servicio que puede utilizar sin
coste adicional.

Temas
* Publico

» Autenticacion con identidades

» Administracidén del acceso con politicas
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* Como funciona Amazon FSx for Lustre con IAM

* Ejemplos de politicas basadas en identidad para Amazon for Lustre FSx

» Politicas administradas de AWS para Amazon FSx para Lustre

» Solucién de problemas de identidad y acceso a Amazon FSx for Lustre

» Uso de etiquetas con Amazon FSx

* Uso de roles vinculados a servicios para Amazon FSx

Publico

La forma de usar AWS Identity and Access Management (IAM) varia segun la funcion que
desempenes:

» Usuario del servicio: solicita permisos al administrador si no se puede acceder a las caracteristicas
(consulte Solucion de problemas de identidad y acceso a Amazon FSx for Lustre).

+ Administrador del servicio: determina el acceso de los usuarios y envia las solicitudes de permiso
(consulte Como funciona Amazon FSx for Lustre con IAM).

+ Administrador de IAM: escribe las politicas para administrar el acceso (consulte Ejemplos de
politicas basadas en identidad para Amazon for Lustre FSx ).

Autenticacion con identidades

La autenticacion es la forma en que inicias sesion AWS con tus credenciales de identidad. Debe
autenticarse como usuario de Usuario raiz de la cuenta de AWS IAM o asumir una funcién de IAM.

Puede iniciar sesidén como una identidad federada con las credenciales de una fuente de identidad,
como AWS IAM Identity Center (IAM Identity Center), la autenticacion de inicio de sesion unico o las
credenciales. Google/Facebook Para obtener mas informacion sobre el inicio de sesion, consulte
Como iniciar sesion en la Cuenta de AWS en la Guia del usuario de AWS Sign-In .

Para el acceso programatico, AWS proporciona un SDK 'y una CLI para firmar criptograficamente las
solicitudes. Para obtener mas informacion, consulte AWS Signature Version 4 para solicitudes de API
en la Guia del usuario de IAM.

Cuenta de AWS usuario root

Al crear un Cuenta de AWS, se comienza con una identidad de inicio de sesién denominada
usuario Cuenta de AWS raiz que tiene acceso completo a todos Servicios de AWS los recursos.
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Recomendamos encarecidamente que no utilice el usuario raiz para las tareas cotidianas. Para ver
las tareas que requieren credenciales de usuario raiz, consulte Tareas que requieren credenciales de

usuario raiz en la Guia del usuario de IAM.
Identidad federada

Como practica recomendada, exija a los usuarios humanos que utilicen la federacion con un
proveedor de identidades para acceder Servicios de AWS mediante credenciales temporales.

Una identidad federada es un usuario del directorio empresarial, del proveedor de identidades web
o al Directory Service que se accede Servicios de AWS mediante credenciales de una fuente de
identidad. Las identidades federadas asumen roles que proporcionan credenciales temporales.

Para una administracion de acceso centralizada, recomendamos AWS IAM Identity Center. Para
obtener mas informacion, consulte ; Qué es el Centro de identidades de IAM? en la Guia del usuario
de AWS |IAM ldentity Center .

Usuarios y grupos de IAM

Un usuario de IAM es una identidad con permisos especificos para una sola persona o aplicacion.
Recomendamos utilizar credenciales temporales en lugar de usuarios de IAM con credenciales a

largo plazo. Para obtener mas informacion, consulte Exigir a los usuarios humanos que utilicen la

federacion con un proveedor de identidad para acceder AWS mediante credenciales temporales en
la Guia del usuario de IAM.

Un grupo de |IAM especifica un conjunto de usuarios de IAM y facilita la administracion de los
permisos para grupos grandes de usuarios. Para obtener mas informacion, consulte Casos de uso
para usuarios de IAM en la Guia del usuario de IAM.

Roles de IAM

Un rol de IAM es una identidad con permisos especificos que proporciona credenciales temporales.
Puede asumir un rol cambiando de un rol de usuario a uno de IAM (consola) o llamando a una AWS

CLI operacion de AWS API. Para obtener mas informacién, consulte Métodos para asumir un rol en
la Guia del usuario de IAM.

Las funciones de IAM son utiles para el acceso de usuarios federados, los permisos de usuario

de IAM temporales, el acceso entre cuentas, el acceso entre servicios y las aplicaciones que se
ejecutan en Amazon. EC2 Para obtener mas informacién, consulte Acceso a recursos entre cuentas
en IAM en la Guia del usuario de IAM.
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Administraciéon del acceso con politicas

AWS Para controlar el acceso, puede crear politicas y adjuntarlas a identidades o recursos. AWS
Una politica define los permisos cuando estan asociados a una identidad o un recurso. AWS evalua
estas politicas cuando un director hace una solicitud. La mayoria de las politicas se almacenan
AWS como documentos JSON. Para obtener mas informacién sobre los documentos de politicas de
JSON, consulte Informacion general de politicas de JSON en la Guia del usuario de IAM.

Mediante las politicas, los administradores especifican quién tiene acceso a qué, definiendo qué
entidad principal puede realizar acciones sobre qué recursos y en qué condiciones.

De forma predeterminada, los usuarios y los roles no tienen permisos. Un administrador de IAM crea
politicas de IAM y las agrega a roles, que los usuarios pueden asumir posteriormente. Las politicas
de IAM definen permisos independientemente del método que se utilice para realizar la operacion.

Politicas basadas en identidades

Las politicas basadas en identidad son documentos de politica de permisos JSON que asocia a

una identidad (usuario, grupo o rol). Estas politicas controlan qué acciones pueden realizar las
identidades, en qué recursos y en qué condiciones. Para obtener mas informacion sobre como crear
una politica basada en la identidad, consulte Definicion de permisos de |IAM personalizados con

politicas administradas por el cliente en la Guia del usuario de IAM.

Las politicas basadas en identidad pueden ser politicas insertadas (incrustadas directamente en una
sola identidad) o politicas administradas (politicas independientes asociadas a varias identidades).
Para obtener informacion sobre como elegir entre politicas administradas e insertadas, consulte
Eleqir entre politicas administradas y politicas insertadas en la Guia del usuario de IAM.

Politicas basadas en recursos

Las politicas basadas en recursos son documentos de politicas JSON que se asocian a un recurso.
Son ejemplos las politicas de confianza de roles de IAM y las politicas de bucket de Amazon S3. En
los servicios que admiten politicas basadas en recursos, los administradores de servicios pueden
utilizarlos para controlar el acceso a un recurso especifico. Debe especificar una entidad principal en
una politica basada en recursos.

Las politicas basadas en recursos son politicas insertadas que se encuentran en ese servicio. No
puedes usar politicas AWS gestionadas de IAM en una politica basada en recursos.
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Otros tipos de politicas

AWS admite tipos de politicas adicionales que pueden establecer los permisos maximos que
conceden los tipos de politicas mas comunes:

» Limites de permisos: establecen los permisos maximos que una politica basada en identidad
puede conceder a una entidad de IAM. Para obtener mas informacién, consulte Limites de
permisos para las entidades de IAM en la Guia del usuario de IAM.

 Politicas de control de servicios (SCPs): especifican los permisos maximos para una organizacion
o unidad organizativa en AWS Organizations. Para obtener mas informacion, consulte Politicas de
control de servicios en la Guia del usuario de AWS Organizations .

 Politicas de control de recursos (RCPs): establece los permisos maximos disponibles para los
recursos de tus cuentas. Para obtener mas informacién, consulte Politicas de control de recursos
(RCPs) en la Guia del AWS Organizations usuario.

 Politicas de sesion: politicas avanzadas que se pasan como parametro cuando se crea una sesion
temporal para un rol o un usuario federado. Para obtener mas informacion, consulte Politicas de
sesion en la Guia del usuario de IAM.

Varios tipos de politicas

Cuando se aplican varios tipos de politicas a una solicitud, los permisos resultantes son mas
complicados de entender. Para saber como se AWS determina si se debe permitir una solicitud
cuando se trata de varios tipos de politicas, consulte la l6gica de evaluacion de politicas en la Guia

del usuario de IAM.

Como funciona Amazon FSx for Lustre con IAM

Antes de utilizar IAM para gestionar el acceso a Amazon FSx, consulta qué funciones de IAM estan
disponibles para su uso con Amazon. FSx

Funciones de IAM que puedes usar con Amazon FSx for Lustre

Caracteristica de IAM FSx Soporte de Amazon
Politicas basadas en identidades Si
Politicas basadas en recursos No
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Caracteristica de IAM FSx Soporte de Amazon
Acciones de politicas Si
Recursos de politicas Si
Claves de condicion de politica Si
ACLs No
ABAC (etiquetas en politicas) Si
Credenciales temporales Si
Sesiones de acceso directo (FAS) Si
Roles de servicio No
Roles vinculados al servicio Si

Para obtener una visién general de como funcionan Amazon FSx y otros AWS servicios con la
mayoria de las funciones de IAM, consulta AWS los servicios que funcionan con IAM en la Guia del
usuario de I1AM.

Politicas basadas en la identidad de Amazon FSx
Compatibilidad con las politicas basadas en identidad: si

Las politicas basadas en identidad son documentos de politicas de permisos JSON que puede
asociar a una identidad, como un usuario de IAM, un grupo de usuarios o un rol. Estas politicas
controlan qué acciones pueden realizar los usuarios y los roles, en qué recursos y en qué
condiciones. Para obtener mas informacion sobre como crear una politica basada en la identidad,
consulte Definicidn de permisos de IAM personalizados con politicas administradas por el cliente en

la Guia del usuario de |IAM.

Con las politicas basadas en identidades de IAM, puede especificar las acciones y los recursos
permitidos o denegados, asi como las condiciones en las que se permiten o deniegan las acciones.
Para obtener mas informacion sobre los elementos que puede utilizar en una politica de JSON,
consulte Referencia de los elementos de la politica de JSON de IAM en la Guia del usuario de IAM.
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Ejemplos de politicas basadas en identidad para Amazon FSx

Para ver ejemplos de politicas de Amazon FSx basadas en la identidad, consulta. Ejemplos de
politicas basadas en identidad para Amazon for Lustre FSx

Politicas basadas en recursos en Amazon FSx
Admite politicas basadas en recursos: no
Acciones politicas para Amazon FSx

Compatibilidad con las acciones de politicas: si

Los administradores pueden usar las politicas de AWS JSON para especificar quién tiene acceso a
qué. Es decir, qué entidad principal puede realizar acciones en qué recursos y en qué condiciones.

El elemento Action de una politica JSON describe las acciones que puede utilizar para conceder
o denegar el acceso en una politica. Incluya acciones en una politica para conceder permisos y asi
llevar a cabo la operacion asociada.

Para ver una lista de FSx las acciones de Amazon, consulta Acciones definidas por Amazon FSx

para Lustre en la Referencia de autorizacion de servicio.

Las acciones politicas en Amazon FSx usan el siguiente prefijo antes de la accion:

fsx

Para especificar varias acciones en una unica instruccién, separelas con comas.

"Action": [
"fsx:actionl",
"fsx:action2"

]

Para ver ejemplos de politicas de Amazon FSx basadas en la identidad, consulta. Ejemplos de
politicas basadas en identidad para Amazon for Lustre FSx
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Recursos de politicas para Amazon FSx
Compatibilidad con los recursos de politicas: si

Los administradores pueden usar las politicas de AWS JSON para especificar quién tiene acceso a
qué. Es decir, qué entidad principal puede realizar acciones en qué recursos y en qué condiciones.

El elemento Resource de la politica JSON especifica el objeto u objetos a los que se aplica la
accion. Como practica recomendada, especifique un recurso utilizando el Nombre de recurso de

Amazon (ARN). En el caso de las acciones que no admiten permisos por recurso, utilice un caracter

comodin (*) para indicar que la instruccion se aplica a todos los recursos.

"Resource": "*"

Para ver una lista de los tipos de FSx recursos de Amazon y sus tipos ARNs, consulte Recursos
definidos por Amazon FSx for Lustre en la Referencia de autorizacidon de servicio. Para saber con

qué acciones puede especificar el ARN de cada recurso, consulte Acciones definidas FSx por

Amazon for Lustre.

Para ver ejemplos de politicas de Amazon FSx basadas en la identidad, consulta. Ejemplos de
politicas basadas en identidad para Amazon for Lustre FSx

Claves de condicion de la politica para Amazon FSx
Compatibilidad con claves de condicion de politicas especificas del servicio: si

Los administradores pueden usar las politicas de AWS JSON para especificar quién tiene acceso a
qué. Es decir, qué entidad principal puede realizar acciones en qué recursos y en qué condiciones.

El elemento Condition especifica cuando se ejecutan las instrucciones en funcion de criterios
definidos. Puede crear expresiones condicionales que utilizan operadores de condicion, tales como

igual o menor que, para que la condicidén de la politica coincida con los valores de la solicitud. Para
ver todas las claves de condicion AWS globales, consulte las claves de contexto de condicion AWS
globales en la Guia del usuario de IAM.

Para ver una lista de claves de FSx estado de Amazon, consulta Claves de estado de Amazon FSx

for Lustre en la Referencia de autorizacion de servicio. Para saber con qué acciones y recursos
puede utilizar una clave de condicidn, consulte Acciones definidas por Amazon FSx for Lustre.
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Para ver ejemplos de politicas de Amazon FSx basadas en la identidad, consulta. Ejemplos de
politicas basadas en identidad para Amazon for Lustre FSx

Listas de control de acceso (ACLs) en Amazon FSx

Soporta ACLs: No

Control de acceso basado en atributos (ABAC) con Amazon FSx
Admite ABAC (etiquetas en las politicas): si

El control de acceso basado en atributos (ABAC) es una estrategia de autorizacion que define
permisos en funcién de atributos denominados etiquetas. Puede adjuntar etiquetas a las entidades y
AWS los recursos de IAM y, a continuacion, disefar politicas de ABAC para permitir las operaciones
cuando la etiqueta del principal coincida con la etiqueta del recurso.

Para controlar el acceso en funcién de etiquetas, debe proporcionar informacién de las
etiquetas en el elemento de condicion de una politica utilizando las claves de condicion

aws :ResourceTag/key-name, aws :RequestTag/key-name o aws: TagKeys.

Si un servicio admite las tres claves de condicion para cada tipo de recurso, el valor es Si para el
servicio. Si un servicio admite las tres claves de condicion solo para algunos tipos de recursos, el
valor es Parcial.

Para obtener mas informacién sobre ABAC, consulte Definicion de permisos con la autorizacion
de ABAC en la Guia del usuario de IAM. Para ver un tutorial con los pasos para configurar ABAC,
consulte Uso del control de acceso basado en atributos (ABAC) en la Guia del usuario de IAM.

Para obtener mas informacién sobre el etiquetado de FSx los recursos de Amazon, consulteEtiquetar
los recursos de Amazon FSx para Lustre.

Para consultar un ejemplo de politica basada en la identidad para limitar el acceso a un recurso en
funcion de las etiquetas de ese recurso, consulte Uso de etiquetas para controlar el acceso a tus FSx

recursos de Amazon.

Uso de credenciales temporales con Amazon FSx
Compatibilidad con credenciales temporales: si

Las credenciales temporales proporcionan acceso a AWS los recursos a corto plazo y se crean
automaticamente cuando utilizas la federacion o cambias de rol. AWS recomienda generar
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credenciales temporales de forma dinamica en lugar de utilizar claves de acceso a largo plazo. Para
obtener mas informacion, consulte Credenciales de seguridad temporales en IAM y Servicios de
AWS que funcionan con IAM en la Guia del usuario de IAM.

Sesiones de acceso directo para Amazon FSx
Admite sesiones de acceso directo (FAS): si

Las sesiones de acceso directo (FAS) utilizan los permisos del operador principal que realiza la
llamada Servicio de AWS, junto con los de solicitud, Servicio de AWS para realizar solicitudes a los
servicios descendentes. Para obtener informacion sobre las politicas a la hora de realizar solicitudes
de FAS, consulte Sesiones de acceso directo.

Funciones de servicio para Amazon FSx
Compatible con roles de servicio: No

Un rol de servicio es un rol de IAM que asume un servicio para realizar acciones en su nombre. Un
administrador de IAM puede crear, modificar y eliminar un rol de servicio desde IAM. Para obtener
mas informacién, consulte Crear un rol para delegar permisos a un Servicio de AWS en la Guia del
usuario de I1AM.

/A Warning

Cambiar los permisos de un rol de servicio podria interrumpir la FSx funcionalidad de
Amazon. Edita las funciones de servicio solo cuando Amazon te FSx dé instrucciones para
hacerlo.

Funciones vinculadas a servicios para Amazon FSx
Compatible con roles vinculados al servicio: si

Un rol vinculado a un servicio es un tipo de rol de servicio que esta vinculado a un. Servicio de AWS
El servicio puede asumir el rol para realizar una accidon en su nombre. Los roles vinculados al servicio
aparecen en usted Cuenta de AWS y son propiedad del servicio. Un administrador de IAM puede ver,
pero no editar, los permisos de los roles vinculados a servicios.

Para obtener mas informacidn sobre la creacién y la gestion de funciones FSx vinculadas a los
servicios de Amazon, consulte. Uso de roles vinculados a servicios para Amazon FSx
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Ejemplos de politicas basadas en identidad para Amazon for Lustre FSx

De forma predeterminada, los usuarios y los roles no tienen permiso para crear o modificar FSx los
recursos de Amazon. Un administrador de IAM puede crear politicas de |IAM para conceder permisos
a los usuarios para realizar acciones en los recursos que necesitan.

Para obtener informacion acerca de cdmo crear una politica basada en identidades de IAM mediante
el uso de estos documentos de politicas JSON de ejemplo, consulte Creacion de politicas de IAM
(consola) en la Guia del usuario de IAM.

Para obtener mas informacién sobre las acciones y los tipos de recursos definidos por Amazon FSx,
incluido el ARNs formato de cada uno de los tipos de recursos, consulte Acciones, recursos y claves
de condicion de Amazon FSx for Lustre en la Referencia de autorizacion de servicio.

Temas

» Practicas recomendadas sobre las politicas

* Uso de la FSx consola de Amazon

« COomo permitir a los usuarios consultar sus propios permisos

Practicas recomendadas sobre las politicas

Las politicas basadas en la identidad determinan si alguien puede crear, acceder o eliminar FSx
los recursos de Amazon de tu cuenta. Estas acciones pueden generar costos adicionales para su
Cuenta de AWS. Siga estas directrices y recomendaciones al crear o editar politicas basadas en
identidades:

« Comience con las politicas AWS administradas y avance hacia los permisos con privilegios
minimos: para empezar a conceder permisos a sus usuarios y cargas de trabajo, utilice las
politicas AWS administradas que otorgan permisos para muchos casos de uso comunes. Estan
disponibles en su. Cuenta de AWS Le recomendamos que reduzca aun mas los permisos
definiendo politicas administradas por el AWS cliente que sean especificas para sus casos de uso.
Con el fin de obtener mas informacion, consulte las politicas administradas por AWS o las politicas

administradas por AWS para funciones de tarea en la Guia de usuario de IAM.

» Aplique permisos de privilegio minimo: cuando establezca permisos con politicas de IAM, conceda
solo los permisos necesarios para realizar una tarea. Para ello, debe definir las acciones que se
pueden llevar a cabo en determinados recursos en condiciones especificas, también conocidos
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como permisos de privilegios minimos. Con el fin de obtener mas informacion sobre el uso de 1AM
para aplicar permisos, consulte Politicas y permisos en IAM en la Guia del usuario de IAM.

« Utilice condiciones en las politicas de IAM para restringir aun mas el acceso: puede agregar
una condicion a sus politicas para limitar el acceso a las acciones y los recursos. Por ejemplo,
puede escribir una condicién de politicas para especificar que todas las solicitudes deben
enviarse utilizando SSL. También puedes usar condiciones para conceder el acceso a las
acciones del servicio si se utilizan a través de una accion especifica Servicio de AWS, por ejemplo
CloudFormation. Para obtener mas informacién, consulte Elementos de la politica de JSON de
IAM: Condicion en la Guia del usuario de IAM.

« Utiliza el analizador de acceso de IAM para validar las politicas de IAM con el fin de garantizar
la seguridad y funcionalidad de los permisos: el analizador de acceso de IAM valida politicas
nuevas y existentes para que respeten el lenguaje (JSON) de las politicas de IAM y las practicas
recomendadas de IAM. El analizador de acceso de IAM proporciona mas de 100 verificaciones de
politicas y recomendaciones procesables para ayudar a crear politicas seguras y funcionales. Para
mas informacioén, consulte Validacion de politicas con el Analizador de acceso de IAM en la Guia
del usuario de IAM.

» Requerir autenticacion multifactor (MFA): si tiene un escenario que requiere usuarios de IAM o
un usuario raiz en Cuenta de AWS su cuenta, active la MFA para mayor seguridad. Para exigir la
MFA cuando se invoquen las operaciones de la API, afada condiciones de MFA a sus politicas.
Para mas informacién, consulte Acceso seguro a la API con MFA en la Guia del usuario de IAM.

Para obtener mas informacién sobre las practicas recomendadas de IAM, consulte Practicas
recomendadas de seguridad en IAM en la Guia del usuario de IAM.

Uso de la FSx consola de Amazon

Para acceder a la consola Amazon FSx for Lustre, debe tener un conjunto minimo de permisos.
Estos permisos deben permitirte enumerar y ver detalles sobre los FSx recursos de Amazon que
tienes Cuenta de AWS. Si crea una politica basada en identidades que sea mas restrictiva que el
minimo de permisos necesarios, la consola no funcionara del modo esperado para las entidades
(usuarios o roles) que tengan esa politica.

No es necesario que concedas permisos minimos de consola a los usuarios que solo realicen
llamadas a la AWS API AWS CLI o a la misma. En su lugar, permita el acceso unicamente a las
acciones que coincidan con la operacion de API que intentan realizar.
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Para garantizar que los usuarios y los roles puedan seguir utilizando la FSx consola de Amazon,
adjunta también la politica AmazonFSxConsoleReadOnlyAccess AWS gestionada a las entidades.
Para obtener mas informacion, consulte Adicion de permisos a un usuario en la Guia del usuario de
IAM:

Puedes ver esta AmazonFSxConsoleReadOnlyAccess y otras politicas de servicios FSx
gestionados de Amazon enPoliticas administradas de AWS para Amazon FSx para Lustre.

Como permitir a los usuarios consultar sus propios permisos

En este ejemplo, se muestra como podria crear una politica que permita a los usuarios de IAM ver
las politicas administradas e insertadas que se asocian a la identidad de sus usuarios. Esta politica
incluye permisos para completar esta accion en la consola o mediante programacién mediante la API
AWS CLI o AWS .

"Version": "2012-10-17",
"Statement": [
{

"Sid": "ViewOwnUserInfo",

"Effect": "Allow",

"Action": [
"iam:GetUserPolicy",

iam:ListGroupsForUser",
"iam:ListAttachedUserPolicies",

jam:ListUserPolicies",

iam:GetUser"

]I

"Resource": ["arn:aws:iam::*:user/${aws:usernamel}"]

"Sid": "NavigateInConsole",

"Effect": "Allow",

"Action": [
"iam:GetGroupPolicy",

iam:GetPolicyVersion",
"iam:GetPolicy",

iam:ListAttachedGroupPolicies",

iam:ListGroupPolicies",

iam:ListPolicyVersions",
"iam:ListPolicies",

jam:ListUsers"
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]I

"Resource": "*"

Politicas administradas de AWS para Amazon FSx para Lustre

Una politica administrada de AWS es una politica independiente que AWS crea y administra. Las
politicas administradas de AWS se disefian para ofrecer permisos para muchos casos de uso
comunes, por lo que puede empezar a asignar permisos a los usuarios, grupos y roles.

Considere que es posible que las politicas administradas de AWS no concedan permisos de
privilegio minimo para los casos de uso concretos, ya que estan disponibles para que las utilicen
todos los clientes de AWS. Se recomienda definir politicas administradas por el cliente especificas

para sus casos de uso a fin de reducir aun mas los permisos.

No puede cambiar los permisos definidos en las politicas administradas de AWS. Si AWS actualiza
los permisos definidos en una politica administrada de AWS, la actualizaciéon afecta a todas las
identidades de entidades principales (usuarios, grupos y roles) a las que esta adjunta la politica.
Lo mas probable es que AWS actualice una politica administrada de AWS cuando se lance un
nuevo Servicio de AWS o las operaciones de la API nuevas estén disponibles para los servicios
existentes.

Para obtener mas informacion, consulte Politicas administradas de AWS en la Guia del usuario de
IAM.

AmazonFSxServiceRolePolicy (Politica de rol de servicio de Amazon FSx)

Permite a Amazon FSx administrar recursos de AWS en su nombre. Consulte Uso de roles
vinculados a servicios para Amazon FSx para obtener mas informacion.

Politica administrada por AWS: AmazonFSxDeleteServiceLinkedRoleAccess

No puede asociar AmazonFSxDeleteServicelLinkedRoleAccess a sus entidades IAM. Esta
politica esta vinculada a un servicio, y se utiliza unicamente con un rol vinculado a un servicio de
dicho servicio. No puede adjuntar, separar, modificar ni eliminar esta politica. Para obtener mas
informacion, consulte Uso de roles vinculados a servicios para Amazon FSx.

Esta politica concede permisos administrativos que permiten a Amazon FSx eliminar su funcién
vinculada a servicios para el acceso a Amazon S3, que solo utiliza Amazon FSx para Lustre.
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Detalles de los permisos

Esta politica incluye permisos en iam que permiten a Amazon FSx ver, eliminar y ver el estado de
eliminacién de las funciones vinculadas al servicio FSx para el acceso a Amazon S3.

Para ver los permisos de esta politica, consulte AmazonFSxDeleteServiceLinkedRoleAccess en la
guia de referencia de politicas administradas por AWS.

Politica administrada por AWS: AmazonFSxFullAccess

Puede asociar AmazonFSxFullAccess a las entidades IAM. Amazon FSx también asocia esta politica
a un rol de servicio que permite a Amazon FSx realizar acciones en su nombre.

Proporciona acceso completo a Amazon FSx y acceso a los servicios AWS relacionados.
Detalles de los permisos

Esta politica incluye los siguientes permisos.

« fsx: permite que las entidades principales tengan acceso completo para realizar todas las
acciones de Amazon FSx, excepto BypassSnaplockEnterpriseRetention.

+ ds: permite que las entidades principales vean informacion sobre los directorios de Directory
Service.

* ec2
» Permite que las entidades principales creen etiquetas en las condiciones especificadas.

« Para proporcionar una validacién mejorada de los grupos de seguridad de todos los grupos de
seguridad que se pueden usar con una nube privada virtual (VPC).

« iam: permite que las entidades principales creen un rol vinculado al servicio Amazon FSx en
nombre del usuario. Esto es necesario para que Amazon FSx pueda administrar los recursos de
AWS en nombre del usuario.

« firehose: permite que las entidades principales escriban los registros en Amazon Data Firehose.
Esto es necesario para que los usuarios puedan supervisar el acceso al sistema de archivos de
FSx para Windows File Server al enviar los registros de acceso de auditoria a Firehose.

* logs: permite que las entidades principales creen grupos de registros, registren flujos y escriban
eventos en los flujos de registro. Esto es necesario para que los usuarios puedan monitorear el
acceso al sistema de archivos de FSx para Windows File Server al enviar los registros de acceso
de auditoria a los registros de CloudWatch.
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Para ver los permisos de esta politica, consulte AmazonFSxFullAccess en la guia de referencia de
politicas administradas por AWS.

Politica administrada por AWS: AmazonFSxConsoleFullAccess
Puede adjuntar la politica AmazonFSxConsoleFullAccess a las identidades de IAM.

Esta politica concede permisos administrativos que brindan acceso completo a Amazon FSx y a los
servicios relacionados de AWS a través de la Consola de administraciéon de AWS.

Detalles de los permisos

Esta politica incluye los siguientes permisos.

« fsx: permite a las entidades principales realizar todas las acciones en la consola de
administracion de Amazon FSx, excepto BypassSnaplockEnterpriseRetention.

» cloudwatch: permite que las entidades principales vean las alarmas y métricas de CloudWatch
en la consola de administracion de Amazon FSx.

» ds: permite que las entidades principales creen listas de informacién sobre un directorio de
Directory Service.

s ec2

» Permite que las entidades principales creen etiquetas en tablas de enrutamiento, interfaces de
red de listas, tablas de enrutamiento, grupos de seguridad, subredes y la VPC asociada a un
sistema de archivos de Amazon FSx.

+ Permite a las entidades principales que proporcionen una validacion mejorada de grupos de
seguridad de todos los que se pueden usar con una VPC.

* Permite a los directores ver las interfaces de red elasticas asociadas a un sistema de archivos
Amazon FSx.

» kms: permite que las entidades principales creen listas de los alias para las claves de AWS Key
Management Service.

+ s3: permite que las entidades principales creen listas de algunos o todos los objetos de un bucket
de Amazon S3 (hasta 1000).

« iam: concede permiso para crear un rol de IAM que permite a un servicio de Amazon FSx realizar
acciones en su nombre.
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Para ver los permisos de esta politica, consulte AmazonFSxConsoleFullAccess en la guia de
referencia de politicas administradas por AWS.

Politica administrada por AWS: AmazonFSxConsoleReadOnlyAccess
Puede adjuntar la politica AmazonFSxConsoleReadOnlyAccess a las identidades de IAM.

Esta politica concede permisos de solo lectura a Amazon FSx y a los servicios relacionados de AWS
para que los usuarios puedan ver informacion sobre estos servicios en la Consola de administracion
de AWS.

Detalles de los permisos

Esta politica incluye los siguientes permisos.

» fsx: permite que las entidades principales vean informacién sobre los sistemas de archivos de
Amazon FSx, incluidas todas las etiquetas, en la consola de administracion de Amazon FSx.

» cloudwatch: permite que las entidades principales vean las alarmas y métricas de CloudWatch
en la consola de administracion de Amazon FSx.

+ ds: permite que las entidades principales vean informacion sobre un directorio de Directory Service
en la consola de administracion de Amazon FSx.

s ec?

» Permite que las entidades principales vean las interfaces de red, los grupos de seguridad,
las subredes y la VPC asociada a un sistema de archivos de Amazon FSx en la consola de
administracion de Amazon FSx.

+ Permite a las entidades principales que proporcionen una validacion mejorada de grupos de
seguridad de todos los que se pueden usar con una VPC.

* Permite a los directores ver las interfaces de red elasticas asociadas a un sistema de archivos
Amazon FSx.

+ kms: permite que las entidades principales vean los alias de las claves de AWS Key Management
Service en la consola de administracion de Amazon FSx.

* log: permite que las entidades principales describan los grupos de registro de los Registros de
Amazon CloudWatch asociados a la cuenta que realiza la solicitud. Esto es necesario para que las
entidades principales puedan ver la configuracion existente de auditoria de acceso a archivos para
un sistema de archivos de FSx para Windows File Server.
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« firehose: permite que las entidades principales describan los flujos de entrega de Amazon Data
Firehose asociados a la cuenta que realiza la solicitud. Esto es necesario para que las entidades
principales puedan ver la configuracion existente de auditoria de acceso a archivos para un
sistema de archivos de FSx para Windows File Server.

Para ver los permisos de esta politica, consulte AmazonFSxConsoleReadOnlyAccess en la guia de
referencia de politicas administradas por AWS.

Politica administrada de AWS: AmazonFSxReadOnlyAccess

Puede adjuntar la politica AmazonFSxReadOnlyAccess a las identidades de IAM.
» fsx: permite que las entidades principales vean informacién sobre los sistemas de archivos de
Amazon FSx, incluidas todas las etiquetas, en la consola de administracion de Amazon FSx.

* ec2: para proporcionar una validacion mejorada de los grupos de seguridad de todos los grupos
de seguridad que se pueden usar con una VPC.

Para ver los permisos de esta politica, consulte AmazonFSxReadOnlyAccess en la guia de
referencia de politicas administradas por AWS.

Las actualizaciones de Amazon FSx a las politicas administradas de AWS

Es posible consultar los detalles sobre las actualizaciones de las politicas administradas de AWS
para Amazon FSx desde que este servicio comenzd a hacer un seguimiento de estos cambios. Para
obtener alertas automaticas sobre cambios en esta pagina, suscribase a la fuente RSS en la pagina
Historial del documento de Amazon FSx.

Cambio Descripcién Fecha
AmazonFSxServiceRo Amazon FSx agreg6 un nuevo 22 de julio de 2025
lePolicy: actualizacion de una permiso de ec2:Assig

politica existente nIpvbAddresses que

permite a las entidades
principales asignar direccion
es IPv6 a las interfaces de
red del cliente que tienen
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Cambio

AmazonFSxServiceRo
lePolicy: actualizacion de una
politica existente

AmazonFSxConsoleFu

[lAccess: actualizaciéon de una
politica existente

AmazonFSxConsoleFu

[IAccess: actualizaciéon de una
politica existente

Descripcién

una etiqueta AmazonFSx
.FileSystemId

Amazon FSx agregd un nuevo
permiso de ec2:Unass
ignIpv6Addresses

que permite a las entidades
principales anular la asignacio
n de direcciones IPv6 de

las interfaces de red de

los clientes que tienen

una etiqueta AmazonFSx
.FileSystemld

Amazon FSx agregd un nuevo
permiso de fsx:Creat
eAndAttachS3Access
Point que permite alas
entidades principales crear

un punto de acceso S3y
adjuntarlo a un volumen FSx.

Amazon FSx agregd un nuevo
permiso de fsx:Descr
ibeS3AccessPointAt
tachments que permite

a las entidades principales
enumerar todos los puntos de
acceso S3 de forma Cuenta
de AWS a Regién de AWS.

Fecha

22 de julio de 2025

25 de junio de 2025

25 de junio de 2025
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Cambio

AmazonFSxConsoleFu

[IAccess: actualizaciéon de una
politica existente

AmazonFSxFullAccess:

actualizacion de una politica
existente

AmazonFSxFullAccess:

actualizacion de una politica
existente

AmazonFSxFullAccess:

actualizacion de una politica
existente

Descripcién

Amazon FSx agreg6 un nuevo
permiso de fsx:Detac
hAndDeleteS3Access
Point que permite alas
entidades principales eliminar
un punto de acceso S3.

Amazon FSx agregd un nuevo
permiso de fsx:Creat
eAndAttachS3Access
Point que permite a las
entidades principales crear

un punto de acceso S3y
adjuntarlo a un volumen FSx.

Amazon FSx agregd un nuevo
permiso de fsx:Descr
ibeS3AccessPointAt
tachments que permite

a las entidades principales
enumerar todos los puntos de
acceso S3 de forma Cuenta
de AWS a Regién de AWS.

Amazon FSx agregd un nuevo
permiso de fsx:Detac
hAndDeleteS3Access
Point que permite a las
entidades principales eliminar
un punto de acceso S3.

Fecha

25 de junio de 2025

25 de junio de 2025

25 de junio de 2025

25 de junio de 2025
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Cambio

AmazonFSxConsoleRe
adOnlyAccess: actualizacion
de una politica existente

AmazonFSxConsoleFu
[IAccess: actualizaciéon de una

politica existente

AmazonFSxServiceRo
lePolicy: actualizacion de una

politica existente

Descripcién

Amazon FSx agreg6 un nuevo
permiso de ec2:Descr
ibeNetworkInterfac

es que permite a las
entidades principales ver las
interfaces de red elasticas
asociadas a su sistema de
archivos.

Amazon FSx agregd un nuevo
permiso de ec2:Descr
ibeNetworkInterfac

es que permite a las
entidades principales ver las
interfaces de red elasticas
asociadas a su sistema de
archivos.

Amazon FSx agregd un
nuevo permiso, ec2:GetSe
curityGroupsForVpc ,
que permite que las entidades
principales proporcionen una
validacion mejorada de los
grupos de seguridad de todos
los grupos de seguridad que
se pueden usar con una VPC.

Fecha

25 de febrero de 2025

7 de febrero de 2025

9 de enero de 2024
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Cambio

AmazonFSxReadOnlyAccess:

actualizacion a una politica
existente

AmazonFSxConsoleRe
adOnlyAccess: actualizacion
de una politica existente

AmazonFSxFullAccess:

actualizacion de una politica
existente

Descripcién

Amazon FSx agrego un
nuevo permiso, ec2:GetSe
curityGroupsForVpc ,
que permite que las entidades
principales proporcionen una
validacion mejorada de los
grupos de seguridad de todos
los grupos de seguridad que
se pueden usar con una VPC.

Amazon FSx agrego un
nuevo permiso, ec2:GetSe
curityGroupsForVpc ,
que permite que las entidades
principales proporcionen una
validacion mejorada de los
grupos de seguridad de todos
los grupos de seguridad que
se pueden usar con una VPC.

Amazon FSx agregd un
nuevo permiso, ec2:GetSe
curityGroupsForVpc ,
que permite que las entidades
principales proporcionen una
validacion mejorada de los
grupos de seguridad de todos
los grupos de seguridad que
se pueden usar con una VPC.

Fecha

9 de enero de 2024

9 de enero de 2024

9 de enero de 2024
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Cambio

AmazonFSxConsoleFu
[IAccess: actualizaciéon de una
politica existente

AmazonFSxFullAccess:

actualizacion de una politica
existente

AmazonFSxConsoleFu

[lAccess: actualizacidon de una
politica existente

AmazonFSxFullAccess:

actualizacion de una politica
existente

Descripcién

Amazon FSx agrego un
nuevo permiso, ec2:GetSe
curityGroupsForVpc ,
que permite que las entidades
principales proporcionen una
validacion mejorada de los
grupos de seguridad de todos
los grupos de seguridad que
se pueden usar con una VPC.

Amazon FSx agregd un nuevo
permiso para permitir a los
usuarios realizar la replicaci
on de datos entre regiones

y cuentas de sistemas

de archivos de FSx para
OpenZFS.

Amazon FSx agregd un nuevo
permiso para permitir a los
usuarios realizar la replicaci
on de datos entre regiones

y cuentas de sistemas

de archivos de FSx para
OpenZFS.

Amazon FSx agregd un nuevo
permiso para permitir a los
usuarios realizar la replicacion
de volumenes bajo demanda
de FSx para sistemas de
archivos de OpenZFS.

Fecha

9 de enero de 2024

20 de diciembre de 2023

20 de diciembre de 2023

26 de noviembre de 2023

Politicas gestionadas de AWS

350



FSx para Lustre

Guia del usuario de Lustre

Cambio

AmazonFSxConsoleFu

[IAccess: actualizaciéon de una
politica existente

AmazonFSxFullAccess:
actualizacion de una politica
existente

AmazonFSxConsoleFu
[IAccess: actualizacion de una
politica existente

AmazonFSxFullAccess:
actualizacion de una politica

existente

Descripcién

Amazon FSx agreg6 un nuevo
permiso para permitir a los
usuarios realizar la replicacion
de volumenes bajo demanda
de FSx para sistemas de
archivos de OpenZFS.

Amazon FSx agrego nuevos
permisos para que los
usuarios puedan ver, activar y
desactivar la compatibilidad de
VPC compartida de FSx para
sistemas de archivos Multi-AZ
de ONTAP.

Amazon FSx agregd nuevos
permisos para que los
usuarios puedan ver, activar y
desactivar la compatibilidad de
VPC compartida de FSx para
sistemas de archivos Multi-AZ
de ONTAP.

Amazon FSx afnadié nuevos
permisos para que Amazon
FSx pueda administrar las
configuraciones de red de FSx
de los sistemas de archivos
OpenZFS Multi-AZ.

Fecha

26 de noviembre de 2023

14 de noviembre de 2023

14 de noviembre de 2023

9 de agosto de 2023
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Cambio

Politica administrada por
AWS: AmazonFSxServiceRo
lePolicy: actualizacion de una
politica existente

AmazonFSxFullAccess:
actualizacion de una politica

existente

AmazonFSxConsoleFu

lIAccess: actualizacion de una
politica existente

AmazonFSxConsoleRe
adOnlyAccess: actualizacion
de una politica existente

Descripcién

Amazon FSx modificé el
permiso de cloudwatc
h:PutMetricData
existente para que Amazon
FSx publique las métricas de
CloudWatch en el espacio de
nombres de AWS/FSx.

Amazon FSx actualizo la
politica para eliminar el
permiso de fsx:* y anadir
acciones especificas de fsx.

Amazon FSx actualizo la
politica para eliminar el
permiso de fsx:* y anadir
acciones especificas de fsx.

Amazon FSx anadié nuevos
permisos para que los
usuarios puedan ver las
métricas de rendimiento
mejoradas y las acciones
recomendadas de los
sistemas de archivos de FSx
para Windows File Server en
la consola de Amazon FSx.

Fecha

24 de julio de 2023

13 de julio de 2023

13 de julio de 2023

21 de septiembre de 2022
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Cambio

AmazonFSxConsoleFu
[IAccess: actualizaciéon de una
politica existente

AmazonFSxReadOnlyA
ccess: politica de seguimiento
iniciada

AmazonFSxDeleteSer

viceLinkedRoleAccess:
politica de seguimiento
iniciada

AmazonFSxServiceRo
lePolicy: actualizacion de una
politica existente

Descripcién

Amazon FSx anadié nuevos
permisos para que los
usuarios puedan ver las
métricas de rendimiento
mejoradas y las acciones
recomendadas de los
sistemas de archivos de FSx
para Windows File Server en
la consola de Amazon FSx.

Esta politica concede acceso
de solo lectura a todos los
recursos de Amazon FSx y a
cualquier etiqueta asociada a
ellos.

Esta politica concede
permisos administrativos
que permiten que Amazon
FSx elimine el rol vinculado
a servicios para el acceso a
Amazon S3.

Amazon FSx anadié permisos
nuevos para que Amazon FSx
administre las configuraciones
de red para los sistemas de
archivos de Amazon FSx para
NetApp ONTAP.

Fecha

21 de septiembre de 2022

4 de febrero de 2022

7 de enero de 2022

2 de septiembre de 2021
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Cambio

AmazonFSxFullAccess:
actualizacion de una politica
existente

AmazonFSxConsoleFu
[IAccess: actualizacion de una
politica existente

AmazonFSxConsoleFu
[IAccess: actualizacion de una
politica existente

Descripcién

Amazon FSx anadié nuevos
permisos para que Amazon
FSx cree etiquetas en las
tablas de enrutamiento de
EC2 para llamadas restringi
das.

Amazon FSx anadi6 permisos
nuevos que permiten que
Amazon FSx cree los
sistemas de archivos Multi-
AZ Amazon FSx para NetApp
ONTAP.

Amazon FSx anadié nuevos
permisos para que Amazon
FSx cree etiquetas en las
tablas de enrutamiento de
EC2 para llamadas restringi
das.

Fecha

2 de septiembre de 2021

2 de septiembre de 2021

2 de septiembre de 2021
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Cambio

AmazonFSxServiceRo
lePolicy: actualizacion de una
politica existente

AmazonFSxServiceRo
lePolicy: actualizacion de una
politica existente

Descripcién

Amazon FSx anadi6 permisos
nuevos para permitir a
Amazon FSx describir y
escribir en los flujos de
registros de los registros de
CloudWatch.

Esto es necesario para que
los usuarios puedan ver los
registros de auditoria de
acceso a los archivos de los
sistemas de archivos de FSx
para Windows File Server
mediante los registros de
CloudWatch.

Amazon FSx agrego nuevos
permisos para permitir a
Amazon FSx describir y
escribir en los flujos de
entrega de Amazon Data
Firehose.

Esto es necesario para que
los usuarios puedan ver

los registros de auditoria

de acceso de un sistema

de archivos de FSx para
Windows File Server mediante
Amazon Data Firehose.

Fecha

8 de junio de 2021

8 de junio de 2021
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Cambio

AmazonFSxFullAccess:
actualizacion de una politica
existente

AmazonFSxFullAccess:
actualizacion de una politica
existente

Descripcién

Amazon FSx afnadié nuevos
permisos para permitir a las
entidades principales describir
y crear grupos de registros de
los registros de CloudWatc

h, registrar flujos y escribir
eventos en flujos de registro.

Esto es necesario para que
las entidades principales
puedan ver los registros de
auditoria de acceso a los
archivos de los sistemas

de archivos de FSx para
Windows File Server mediante
los registros de CloudWatch.

Amazon FSx agrego nuevos
permisos para permitir a las
entidades principales describir
y escribir registros en Amazon
Data Firehose.

Esto es necesario para que
los usuarios puedan ver

los registros de auditoria

de acceso de un sistema

de archivos de FSx para
Windows File Server mediante
Amazon Data Firehose.

Fecha

8 de junio de 2021

8 de junio de 2021
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Cambio

AmazonFSxConsoleFu
[IAccess: actualizacion de una
politica existente

AmazonFSxConsoleFu

lIAccess: actualizacion de una
politica existente

Descripcién

Amazon FSx afnadié nuevos
permisos para que las
entidades principales puedan
describir los grupos de
registros de los registros

de Amazon CloudWatch
asociados a la cuenta que
realiza la solicitud.

Esto es necesario para que
las entidades principales
puedan elegir un grupo de
registro de los registros de
CloudWatch existente al
configurar la auditoria de
acceso a los archivos para un
sistema de archivos de FSx
para Windows File Server.

Amazon FSx agrego nuevos
permisos para que las
entidades principales puedan
describir los flujos de entrega
de Amazon Data Firehose
asociados a la cuenta que
realiza la solicitud.

Esto es necesario para que
las entidades principales
puedan elegir un flujo de
entrega existente de Firehose
al configurar la auditoria de
acceso a los archivos para un
sistema de archivos de FSx
para Windows File Server.

Fecha

8 de junio de 2021

8 de junio de 2021
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Cambio Descripcién Fecha
AmazonFSxConsoleRe Amazon FSx afnadié nuevos 8 de junio de 2021
adOnlyAccess: actualizacion permisos para que las

de una politica existente entidades principales puedan

describir los grupos de
registros de los registros
de Amazon CloudWatch
asociados a la cuenta que
realiza la solicitud.

Esto es necesario para que
las entidades principales
puedan ver la configuracion
existente de auditoria de
acceso a archivos para un
sistema de archivos de FSx
para Windows File Server.

AmazonFSxConsoleRe Amazon FSx agreg6 nuevos 8 de junio de 2021
adOnlyAccess: actualizacion permisos para que las
de una politica existente entidades principales puedan

describir los flujos de entrega
de Amazon Data Firehose
asociados a la cuenta que
realiza la solicitud.

Esto es necesario para que
las entidades principales
puedan ver la configuracion
existente de auditoria de
acceso a archivos para un
sistema de archivos de FSx
para Windows File Server.
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Cambio Descripcién Fecha
Amazon FSx inicié un Amazon FSx inicio el 8 de junio de 2021
seguimiento de los cambios seguimiento de los cambios

en las politicas administradas

de AWS.

Solucién de problemas de identidad y acceso a Amazon FSx for Lustre

Utiliza la siguiente informacién para ayudarte a diagnosticar y solucionar los problemas habituales
que puedes encontrar al trabajar con Amazon FSx e |IAM.

Temas

» No estoy autorizado a realizar ninguna accion en Amazon FSx

* No estoy autorizado a realizar tareas como: PassRole

* Quiero permitir que personas ajenas a mi accedan Cuenta de AWS a mis FSx recursos de

Amazon

No estoy autorizado a realizar ninguna accion en Amazon FSx

Si recibe un error que indica que no tiene autorizacion para realizar una accion, las politicas se
deben actualizar para permitirle realizar la accion.

En el siguiente ejemplo, el error se produce cuando el usuario de IAM mateojackson intenta utilizar
la consola para consultar los detalles acerca de un recurso ficticio my-example-widget, pero no
tiene los permisos ficticios fsx:GetWidget.

User: arn:aws:iam::123456789012:user/mateojackson is not authorized to perform:
fsx:GetWidget on resource: my-example-widget

En este caso, la politica del usuario mateojackson debe actualizarse para permitir el acceso al
recurso my-example-widget mediante la accion fsx:GetWidget.

Si necesitas ayuda, ponte en contacto con tu AWS administrador. El administrador es la persona que
le proporciond las credenciales de inicio de sesion.
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No estoy autorizado a realizar tareas como: PassRole

Si recibes un error que indica que no estas autorizado a realizar la iam: PassRole accién, debes
actualizar tus politicas para que puedas transferir una funcién a Amazon FSx.

Algunas te Servicios de AWS permiten transferir una funcion existente a ese servicio en lugar
de crear una nueva funcién de servicio o una funcién vinculada al servicio. Para ello, debe tener
permisos para transferir la funcién al servicio.

El siguiente ejemplo de error se produce cuando un usuario de IAM denominado marymajor intenta
utilizar la consola para realizar una accion en Amazon FSx. Sin embargo, la accién requiere que el
servicio cuente con permisos que otorguen un rol de servicio. Mary no tiene permisos para transferir
la funcién al servicio.

User: arn:aws:iam::123456789012:user/marymajor is not authorized to perform:
iam:PassRole

En este caso, las politicas de Mary se deben actualizar para permitirle realizar la accion
iam:PassRole.

Si necesita ayuda, pongase en contacto con su AWS administrador. El administrador es la persona
que le proporciond las credenciales de inicio de sesion.

Quiero permitir que personas ajenas a mi accedan Cuenta de AWS a mis FSx
recursos de Amazon

Se puede crear un rol que los usuarios de otras cuentas o las personas externas a la organizacion
puedan utilizar para acceder a sus recursos. Se puede especificar una persona de confianza para
que asuma el rol. En el caso de los servicios que admiten politicas basadas en recursos o listas de
control de acceso (ACLs), puedes usar esas politicas para permitir que las personas accedan a tus
recursos.

Para obtener mas informacion, consulte lo siguiente:

» Para saber si Amazon FSx admite estas funciones, consultaCémo funciona Amazon FSx for Lustre
con |AM.

» Para obtener informacion sobre como proporcionar acceso a los recursos de su Cuentas de AWS
propiedad, consulte Proporcionar acceso a un usuario de IAM en otro usuario de su propiedad
Cuenta de AWS en la Guia del usuario de IAM.
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» Para obtener informacion sobre como proporcionar acceso a tus recursos a terceros Cuentas de
AWS, consulta Como proporcionar acceso a recursos que Cuentas de AWS son propiedad de
terceros en la Guia del usuario de IAM.

» Para obtener informacion sobre como proporcionar acceso mediante una federaciéon de
identidades, consulte Proporcionar acceso a usuarios autenticados externamente (federacion de
identidades) en la Guia del usuario de |IAM.

» Para conocer sobre la diferencia entre las politicas basadas en roles y en recursos para el acceso
entre cuentas, consulte Acceso a recursos entre cuentas en |AM en la Guia del usuario de IAM.

Uso de etiquetas con Amazon FSx

Puedes usar etiquetas para controlar el acceso a FSx los recursos de Amazon e implementar

el control de acceso basado en atributos (ABAC). Para aplicar etiquetas a FSx los recursos de
Amazon durante la creacion, los usuarios deben tener ciertos permisos AWS Identity and Access
Management (de IAM).

Conceder permisos para etiquetar recursos durante la creacién

Con algunas acciones de la API de Amazon FSx for Lustre que crean recursos, puedes especificar
etiquetas al crear el recurso. Puede utilizar estas etiquetas de recursos para implementar el control
de acceso basado en atributos (ABAC). Para obtener mas informacién, consulta ;Para qué sirve
ABAC? AWS en la Guia del usuario de IAM.

Para que los usuarios puedan etiquetar recursos durante su creacién, deben tener permiso

para utilizar la accion que crea el recurso, como fsx:CreateFileSystem. Si se especifican
etiquetas en la accién de creacion de recursos, IAM realiza una autorizacién adicional en la accion
fsx:TagResource para verificar que los usuarios tengan permisos para crear etiquetas. Por lo
tanto, los usuarios también deben tener permisos explicitos para usar la accion fsx:TagResource.

El siguiente ejemplo de politica permite a los usuarios crear sistemas de archivos y aplicarles
etiquetas durante la creacidn de un sistema especifico Cuenta de AWS.

"Statement": [
{
"Effect": "Allow",
"Action": [
"fsx:CreateFileSystem",
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"fsx:TagResource"

1,
"Resource": [
"arn:aws:fsx:region:account-id:file-system/*"

De la misma manera, la siguiente politica permite que los usuarios creen copias de seguridad en
un sistema de archivos especifico, y apliquen cualquier etiqueta a la copia de seguridad durante la
creacion de la copia de seguridad.

{
"Statement": [
{
"Effect": "Allow",
"Action": [
"fsx:CreateBackup"
1)
"Resource": "arn:aws:fsx:region:account-id:file-system/file-system-id*"
b
{
"Effect": "Allow",
"Action": [
"fsx:TagResource"
1,
"Resource": "arn:aws:fsx:region:account-id:backup/*"
}
]
}

La accion fsx:TagResource solo se evalua si se aplican etiquetas durante la accion de creacioén
de recursos. Por lo tanto, un usuario que tenga permisos para crear un recurso (suponiendo que no
existan condiciones de etiquetado) no necesita permiso para utilizar la accion fsx: TagResource
si no se especifica ninguna etiqueta en la solicitud. Sin embargo, si el usuario intenta crear un
recurso con etiquetas, la solicitud dara un error si el usuario no tiene permisos para utilizar la accion
fsx:TagResource.

Para obtener mas informacion sobre el etiquetado de FSx los recursos de Amazon, consulteEtiquetar
los recursos de Amazon FSx para Lustre. Para obtener mas informacidn sobre el uso de etiquetas
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para controlar el acceso a los recursos de Amazon FSx for Lustre, consulteUso de etiquetas para

controlar el acceso a tus FSx recursos de Amazon.

Uso de etiquetas para controlar el acceso a tus FSx recursos de Amazon

Para controlar el acceso a FSx los recursos y acciones de Amazon, puedes usar politicas de IAM
basadas en etiquetas. Puede proporcionar este control de dos maneras:

» Puedes controlar el acceso a FSx los recursos de Amazon en funcion de las etiquetas de esos
recursos.

» Puede controlar qué etiquetas se pueden pasar en una condicion de solicitud IAM.

Para obtener informacion sobre como utilizar las etiquetas para controlar el acceso a AWS los
recursos, consulte Controlar el acceso mediante etiquetas en la Guia del usuario de IAM. Para

obtener mas informacion sobre como etiquetar FSx los recursos de Amazon en el momento de la
creacion, consulteConceder permisos para etiquetar recursos durante la creacion. Para obtener mas

informacion acerca del etiquetado de recursos, consulte Etiquetar los recursos de Amazon FSx para

Lustre.
Control del acceso a un recurso en funcion de las etiquetas

Para controlar qué acciones puede realizar un usuario o un rol en un FSx recurso de Amazon,
puedes usar etiquetas en el recurso. Por ejemplo, es posible que desee permitir o denegar acciones
de la API especificas en un recurso del sistema de archivos en funcién del par clave-valor de la
etiqueta del recurso.

Example Politica de ejemplo: crear un sistema de archivos al proporcionar una etiqueta especifica

Esta politica permite que el usuario cree un sistema de archivos solo cuando lo etiqueta con un par
clave-valor especifico, en este ejemplo, key=Department, value=Finance.

"Effect": "Allow",
"Action": [

"fsx:CreateFileSystem",

"fsx:TagResource"
1,
"Resource": "arn:aws:fsx:region:account-id:file-system/*",
"Condition": {

"StringEquals": {

"aws:RequestTag/Department": "Finance"
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}

Example Politica de ejemplo: crear copias de seguridad unicamente de los sistemas de archivos con

una etiqueta especifica

Esta politica permite que los usuarios creen copias de seguridad unicamente de los sistemas de
archivos que estén etiquetados con el par clave-valor key=Department, value=Finance,yla

copia de seguridad se creara con la etiqueta Deparment=Finance.

JSON

"Version":"2012-10-17",
"Statement": [

{

"Effect": "Allow",
"Action": [

"fsx:CreateBackup"
]I
"Resource": "arn:aws:fsx:us-east-1:111122223333:file-system/*",
"Condition": {

"StringEquals": {

"aws :ResourceTag/Department”: "Finance"

"Effect": "Allow",
"Action": [

"fsx:TagResource",

"fsx:CreateBackup"
1,
"Resource": "arn:aws:fsx:us-east-1:111122223333:backup/*",
"Condition": {

"StringEquals": {

"aws:RequestTag/Department"”: "Finance"
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}

Example Politica de ejemplo: crear un sistema de archivos con una etiqueta especifica a partir de

copias de seguridad que tengan una etiqueta especifica

Esta politica permite que los usuarios creen sistemas de archivos que tengan la etiqueta
Department=Finance unicamente a partir de copias de seguridad etiquetadas con

Department=Finance.

JSON

"Version":"2012-10-17",
"Statement": [

{
{
Y
{
}
1
}

"Effect": "Allow",
"Action": [

"fsx:CreateFileSystemFromBackup",

"fsx:TagResource"
1,
"Resource": "arn:aws:fsx:us-east-1:111122223333:file-system/*",
"Condition": {

"StringEquals": {

"aws:RequestTag/Department"”: "Finance"

"Effect": "Allow",
"Action": [

"fsx:CreateFileSystemFromBackup"
1,
"Resource": "arn:aws:fsx:us-east-1:111122223333:backup/*",
"Condition": {

"StringEquals": {

"aws:ResourceTag/Department"”: "Finance"
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Example Politica de ejemplo: eliminar los sistemas de archivos con etiquetas especificas

Esta politica permite que un usuario elimine unicamente los sistemas de archivos que estén
etiquetados con Department=Finance. Si crea una copia de seguridad final, debe etiquetarla
con Department=Finance. En el FSx caso de los sistemas de archivos de Lustre, los usuarios
necesitan el fsx:CreateBackup privilegio de crear la copia de seguridad final.

JSON

"Version":"2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"fsx:DeleteFileSystem"
]I
"Resource": "arn:aws:fsx:us-east-1:111122223333:file-system/*",
"Condition": {
"StringEquals": {
"aws:ResourceTag/Department”: "Finance"

"Effect": "Allow",
"Action": [

"fsx:CreateBackup",

"fsx:TagResource"
1,
"Resource": "arn:aws:fsx:us-east-1:111122223333:backup/*",
"Condition": {

"StringEquals": {

"aws:RequestTag/Department"”: "Finance"

Uso de etiquetas con Amazon FSx 366



FSx para Lustre

Guia del usuario de Lustre

Example Ejemplo de politica: crear tareas de repositorio de datos en sistemas de archivos con una

etiqueta especifica

Esta politica permite a los usuarios crear tareas de repositorio de datos etiquetadas con

Department=Finance, y solo en sistemas de archivos etiquetados con Department=Finance.

JSON

"Version":"2012-10-17",
"Statement": [

{
{
},
{
}
]
}

"Effect": "Allow",
"Action": [

"fsx:CreateDataRepositoxyTask"
]I
"Resource": "arn:aws:fsx:us-east-1:111122223333:file-system/*",
"Condition": {

"StringEquals": {

"aws :ResourceTag/Department”: "Finance"

"Effect": "Allow",
"Action": [

"fsx:CreateDataRepositoryTask",

"fsx:TagResource"
1,
"Resource": "arn:aws:fsx:us-east-1:111122223333:task/*",
"Condition": {

"StringEquals": {

"aws:RequestTag/Department"”: "Finance"
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Uso de roles vinculados a servicios para Amazon FSx

Amazon FSx usa roles AWS Identity and Access Management vinculados a servicios (IAM). Un rol

vinculado a un servicio es un tipo unico de rol de IAM que esta vinculado directamente a Amazon.
FSx Amazon predefine las funciones vinculadas al servicio FSx e incluyen todos los permisos que el
servicio requiere para llamar a otros AWS servicios en tu nombre.

Un rol vinculado a un servicio facilita la configuracion de Amazon FSx porque no tienes que afadir
manualmente los permisos necesarios. Amazon FSx define los permisos de sus funciones vinculadas
a servicios y, a menos que se defina lo contrario, solo Amazon FSx puede asumir sus funciones. Los
permisos definidos incluyen las politicas de confianza y de permisos, y que la politica de permisos no
se pueda adjuntar a ninguna otra entidad de |IAM.

Solo es posible eliminar un rol vinculado a un servicio después de eliminar sus recursos
relacionados. Esto protege tus FSx recursos de Amazon porque no puedes eliminar
inadvertidamente el permiso de acceso a los recursos.

Para obtener informacion sobre otros servicios que admiten funciones vinculadas a servicios,
consulte los AWS servicios que funcionan con IAM y busque los servicios con la palabra Si

en la columna Funciones vinculadas a servicios. Elija una opcién Si con un enlace para ver la
documentacion acerca del rol vinculado al servicio en cuestion.

Permisos de roles vinculados a servicios para Amazon FSx

Amazon FSx utiliza dos funciones vinculadas a servicios denominadas
AWSServiceRoleForAmazonFSx y AWSServiceRoleForFSxS3Access_fs-01234567890 que
realizan determinadas acciones en tu cuenta. Algunos ejemplos de estas acciones son la creacion de
interfaces de red elasticas para sus sistemas de archivos en su VPC y el acceso a su repositorio de
datos en un bucket de Amazon S3. ParaAWSServiceRoleForFSxS3Access_fs-01234567890,
este rol vinculado a un servicio se crea para cada sistema de archivos de Amazon FSx for Lustre que
cree y que esté vinculado a un bucket de S3.

AWSServiceRoleForAmazonFSx detalles de permisos

AWSServiceRoleForAmazonFSxEn efecto, la politica de permisos de roles permite FSx a Amazon
completar las siguientes acciones administrativas en nombre del usuario en todos los AWS recursos
aplicables:

Para obtener actualizaciones de esta politica, consulte AmazonFSxServiceRolePolicy (Politica de rol

de servicio de Amazon FSx).

Como utilizar roles vinculados a servicios 368


https://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_terms-and-concepts.html#iam-term-service-linked-role
https://docs.aws.amazon.com/IAM/latest/UserGuide/reference_aws-services-that-work-with-iam.html

FSx para Lustre Guia del usuario de Lustre

® Note

AWSServiceRoleForAmazonFSx Lo utilizan todos los tipos de sistemas de FSx archivos de
Amazon; algunos de los permisos enumerados no son aplicables a FSx Lustre.

+ ds— Permite FSx a Amazon ver, autorizar y desautorizar las aplicaciones de su Directory Service
directorio.

+ ec2— Permite FSx a Amazon hacer lo siguiente:
» Vea, cree y desasocie las interfaces de red asociadas a un sistema de FSx archivos de Amazon.
* Vea una o mas direcciones IP elasticas asociadas a un sistema de FSx archivos de Amazon.

* Vea Amazon VPCs, los grupos de seguridad y las subredes asociados a un sistema de FSx
archivos de Amazon.

» Asigne IPv6 direcciones a las interfaces de red de los clientes que tengan una
AmazonFSx.FileSystemld etiqueta.

» Anule la asignacion de IPv6 direcciones de las interfaces de red de los clientes que tengan una
AmazonFSx.FileSystemld etiqueta.

« Para proporcionar una validacién mejorada de los grupos de seguridad de todos los grupos de
seguridad que se pueden usar con una nube privada virtual (VPC).

» Cree un permiso para que un usuario AWS autorizado realice determinadas operaciones en una
interfaz de red.

* cloudwatch— Permite FSx a Amazon publicar puntos de datos métricos CloudWatch en el
espacio de FSx nombres AWS/.

* route53— Permite FSx a Amazon asociar una Amazon VPC a una zona alojada privada.

* logs— Permite FSx a Amazon describir y escribir en los flujos de registro de CloudWatch Logs.
Esto permite a los usuarios enviar los registros de auditoria de acceso a los archivos de un sistema
FSx de archivos del servidor de archivos de Windows a un flujo de CloudWatch registros.

+ firehose— Permite FSx a Amazon describir y escribir en las transmisiones de entrega de
Amazon Data Firehose. Esto permite a los usuarios publicar los registros de auditoria de acceso
a los archivos de un sistema de archivos FSx para Windows File Server en una transmisioén de
entrega de Amazon Data Firehose.
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JSON

"Version":"2012-10-17",

"Statement":

{

[

"Sid": "CreateFileSystem",
"Effect": "Allow",
"Action": [

"ds:AuthorizeApplication",

"ds:GetAuthorizedApplicationDetails",

"ds:UnauthorizeApplication"”,
"ec2:CreateNetworkInterface",

"ec2:CreateNetworkInterfacePermission",

"ec2:DeleteNetworkInterface",

3,

"ec2:DescribeAddresses",
"ec2:DescribeDhcpOptions"”,

"ec2:DescribeNetworkIntexfaces”,

"ec2:DescribeRouteTables",

"ec2:DescribeSecurityGroups",

"ec2:DescribeSubnets",
"ec2:DescribeVPCs",
"ec2:DisassociateAddress",

"ec2:GetSecurityGroupsForVpc",
"route53:AssociateVPCWithHostedZone"

1,

"Resource": "*"

"Sid": "PutMetrics",
"Effect": "Allow",
"Action": [
"cloudwatch:PutMetricData"
1,
"Resource": [
wxn
]I
"Condition": {
"StringEquals": {

"cloudwatch:namespace":

"AWS/FSx"
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"Sid": "TagResourceNetworkIntexface",
"Effect": "Allow",
"Action": [
"ec2:CreateTags"
1,
"Resource": [
"arn:aws:ec2:*:*:network-intexface/*"
]I
"Condition": {
"StringEquals": {
"ec2:CreateAction": "CreateNetworkInterface"
}I
"ForAllValues:StringEquals": {
"aws:TagKeys": "AmazonFSx.FileSystemId"

"Sid": "ManageNetworkInterface",

"Effect": "Allow",

"Action": [
"ec2:AssignPrivateIpAddresses"”,
"ec2:ModifyNetworkInterfaceAttribute",
"ec2:UnassignPrivateIpAddresses"

1,

"Resource": [
"arn:aws:ec2:*:*:network-intexface/*"

]I

"Condition": {

"Null": {
"aws:ResourceTag/AmazonFSx.FileSystemId": "false"

"Sid": "ManageRouteTable",

"Effect": "Allow",

"Action": [
"ec2:CreateRoute",
"ec2:ReplaceRoute"”,
"ec2:DeleteRoute"

1,
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"Resource": [
"arn:aws:ec2:*:*:route-table/*"
1,
"Condition": {
"StringEquals": {
"aws :ResourceTag/AmazonFSx": "ManagedByAmazonFSx"

"Sid": "PutCloudWatchLogs",

"Effect": "Allow",

"Action": [
"logs:DescribelogGroups",
"logs:DescribelogStreams",
"logs:PutLogEvents"

1,

"Resource": "arn:aws:logs:*:*:log-group:/aws/fsx/*"

"Sid": "ManageAuditLogs",

"Effect": "Allow",

"Action": [
"firehose:DescribeDeliveryStream",
"firehose:PutRecoxd",
"firehose:PutRecordBatch"

1,

"Resource": "arn:aws:firehose:*:*:deliverystream/aws-fsx-*"

Todas las actualizaciones de esta politica estan detalladas en Las actualizaciones de Amazon FSx a
las politicas administradas de AWS.

Debe configurar permisos para permitir a una entidad de IAM (como un usuario, grupo o rol) crear,
editar o eliminar un rol vinculado a servicios. Para obtener mas informacién, consulte Permisos de
roles vinculados a servicios en la Guia del usuario de IAM.
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AWSServiceRoleForFSxDetalles de los permisos de S3Access

En efectoAWSServiceRoleForFSxS3Access_file-system-1id, la politica de permisos de roles
permite FSx a Amazon realizar las siguientes acciones en un bucket de Amazon S3 que aloja el
repositorio de datos de un sistema de archivos de Amazon FSx for Lustre.

* s3:AbortMultipartUpload
* s3:DeleteObject

¢ s3:Get*

* s3:List*

* s3:PutBucketNotification

* s3:PutObject

Debe configurar permisos para permitir a una entidad de IAM (como un usuario, grupo o rol) crear,
editar o eliminar un rol vinculado a servicios. Para obtener mas informacién, consulte Permisos de
roles vinculados a servicios en la Guia del usuario de IAM.

Crear un rol vinculado a un servicio para Amazon FSx

No necesita crear manualmente un rol vinculado a servicios. Cuando creas un sistema de archivos
en la Consola de administracion de AWS AWS CLI, la o la AWS API, Amazon FSx crea el rol
vinculado al servicio por ti.

/A Important

Este rol vinculado a servicios puede aparecer en su cuenta si se ha completado una accion
en otro servicio que utilice las caracteristicas compatibles con este rol. Para obtener mas
informacion, consulte Un nuevo rol ha aparecido en mi cuenta de IAM.

Si elimina este rol vinculado a servicios y necesita crearlo de nuevo, puede utilizar el mismo proceso
para volver a crear el rol en su cuenta. Cuando creas un sistema de archivos, Amazon vuelve a FSx
crear el rol vinculado al servicio para ti.

Edicion de un rol vinculado a un servicio para Amazon FSx

Amazon FSx no te permite editar estas funciones vinculadas a servicios. Después de crear un rol
vinculado al servicio, no podra cambiar el nombre del rol, ya que varias entidades podrian hacer

Como utilizar roles vinculados a servicios 373


https://docs.aws.amazon.com/IAM/latest/UserGuide/using-service-linked-roles.html#service-linked-role-permissions
https://docs.aws.amazon.com/IAM/latest/UserGuide/using-service-linked-roles.html#service-linked-role-permissions
https://docs.aws.amazon.com/IAM/latest/UserGuide/troubleshoot_roles.html#troubleshoot_roles_new-role-appeared

FSx para Lustre Guia del usuario de Lustre

referencia al rol. Sin embargo, si puede editar la descripcion del rol con IAM. Para obtener mas
informacion, consulte Editar un rol vinculado a servicios en la Guia del usuario de IAM.

Eliminar un rol vinculado a un servicio para Amazon FSx

Si ya no necesita usar una caracteristica o servicio que requieran un rol vinculado a un servicio, le
recomendamos que elimine dicho rol. De esta forma no tiene una entidad no utilizada que no se
monitoree ni mantenga de forma activa. Sin embargo, debe eliminar todos los sistemas de archivo y
copias de seguridad para poder eliminar el rol vinculado al servicio de forma manual.

(® Note

Si el FSx servicio de Amazon utiliza el rol cuando intentas eliminar los recursos, es posible
qgue la eliminacién no se realice correctamente. En tal caso, espere unos minutos e intente de
nuevo la operacion.

Para eliminar manualmente el rol vinculado a servicios mediante |AM

Utilice la consola de IAM, la CLI de IAM o la API de IAM para eliminar el rol vinculado a servicios
AWSServiceRoleForAmazonFSx. Para obtener mas informacién, consulte Eliminacién de un rol
vinculado a servicios en la Guia del usuario de IAM.

Regiones compatibles con los roles vinculados a FSx los servicios de Amazon

Amazon FSx admite el uso de funciones vinculadas al servicio en todas las regiones en las que el
servicio esté disponible. Para obtener mas informacion, consulte Regiones y puntos de conexion de
AWS.

Control de acceso al sistema de archivos con Amazon VPC

Se puede acceder a un sistema de archivos de Amazon FSx a través de una interfaz de red elastica
que reside en la nube privada virtual (VPC) basada en el servicio Amazon VPC que asocie a su
sistema de archivos. El acceso al sistema de archivos Amazon FSx se realiza a través de su nombre
DNS, que se asigna a la interfaz de red del sistema de archivos. Solo los recursos dentro de la VPC
asociada, o una VPC interconectada, pueden obtener acceso a la interfaz de red de su sistema de
archivos. Para obtener mas informacion, consulte ; Qué es Amazon VPC? en la Guia del usuario de
Amazon VPC.
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/A Warning

No debe modificar ni eliminar la interfaz de red elastica de Amazon FSx. Si se modifica o
elimina la interfaz de red, se puede provocar una pérdida permanente de la conexion entre la
VPC y el sistema de archivos.

Grupos de seguridad de Amazon VPC

Para controlar aun mas el trafico de red que pasa por la interfaz de red de su sistema de archivos
dentro de su VPC, utilice grupos de seguridad para limitar el acceso a sus sistemas de archivos. Un
grupo de seguridad actua como un firewall virtual para controlar el trafico de sus recursos asociados.
En este caso, el recurso asociado es la interfaz de red de su sistema de archivos. También usa
grupos de seguridad de VPC para controlar el trafico de red de los clientes de Lustre.

Grupos de seguridad compatibles con EFA

Si va a crear un FSx para Lustre compatible con EFA, primero debe crear un grupo de seguridad
compatible con EFA y especificarlo como grupo de seguridad para el sistema de archivos. Un EFA
requiere un grupo de seguridad que permita todo el trafico entrante y saliente hacia y desde el propio
grupo de seguridad y el grupo de seguridad de los clientes si los clientes residen en otro grupo de
seguridad. Para mas informacion, consulte Paso 1: preparar un grupo de seguridad compatibles con
EFA en la Guia del usuario de Amazon EC2.

Controlar el acceso mediante reglas de entrada y salida

Para usar un grupo de seguridad para controlar el acceso al sistema de archivos de Amazon FSx
y clientes de Lustre, agregue las reglas de entrada para controlar el trafico entrante y las reglas
de salida para controlar el trafico saliente del sistema de archivos y clientes de Lustre. Asegurese
de que dispone de las reglas de trafico de red adecuadas en su grupo de seguridad para asignar
el recurso compartido de archivos de su sistema de archivos de Amazon FSx a una carpeta de su
instancia de computacion compatible.

Para obtener mas informacién sobre las reglas del grupo de seguridad, consulte las reglas del grupo
de seguridad en la guia del usuario de Amazon EC2.

Cdémo crear un grupo de seguridad para el sistema de archivos de Amazon FSx

1. Abra la consola de Amazon EC2 en https://console.aws.amazon.com/ec2.
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2. En el panel de navegacion, elija Grupos de seguridad.
Elija Crear grupo de seguridad.

Especifique un nombre y una descripcion para el grupo de seguridad.

o > »

Para la VPC, elija la VPC asociada a su sistema de archivos Amazon FSx para crear el grupo de
seguridad dentro de esa VPC.

6. Para crear el grupo de seguridad, haga clic en Crear.

A continuacion, agregue reglas de entrada al grupo de seguridad que acaba de crear para permitir el
trafico de Lustre entre los servidores de archivos de FSx para Lustre.

Para agregar reglas de entrada a su grupo de seguridad

1. Seleccione el grupo de seguridad que acaba de crear si aun no esta seleccionado. En Acciones,

elija Editar reglas de entrada.

2. Agregue las siguientes reglas de entrada.

Tipo Protocolo Rango de Origen Descripcién
puertos

Regla TCP TCP 988 Elija Personali Permite el

personalizada zado e trafico de
introduzca el Lustre entre los
ID del grupo de  servidores de
seguridad que archivos de FSx
acaba de crear para Lustre

Regla TCP TCP 988 Elija Personali Permite el

personalizada

zar e introduzc
a los identific
adores de grupo
de seguridad

de los grupos
de seguridad
asociados a

los clientes de
Lustre

trafico de Lustre
entre servidore
s de archivos de
FSx para Lustre
y clientes de
Lustre
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Tipo Protocolo Rango de Origen Descripcién
puertos
Regla TCP TCP 1018-1023 Elija Personali Permite el
personalizada zado e trafico de
introduzca el Lustre entre los
ID del grupo de  servidores de
seguridad que archivos de FSx

acaba de crear para Lustre

Regla TCP TCP 1018-1023 Elija Personali Permite el
personalizada zar e introduzc trafico de Lustre
a los identific entre servidore
adores de grupo s de archivos de
de seguridad FSx para Lustre
de los grupos y clientes de
de seguridad Lustre
asociados a
los clientes de
Lustre

3. Seleccione Guardar para guardar y aplicar las nuevas reglas de entrada.

De forma predeterminada, las reglas del grupo de seguridad permiten todo el trafico saliente (Todos,
0.0.0.0/0). Si su grupo de seguridad no permite todo el trafico saliente, agregue las siguientes reglas
salientes a su grupo de seguridad. Estas reglas permiten el trafico entre servidores de archivos de
FSx para Lustre y clientes de Lustre y entre servidores de archivos de Lustre.

Para agregar reglas de salida a su grupo de seguridad

1. Elija el mismo grupo de seguridad al que acaba de anadir las reglas de entrada. En Acciones,
elija Editar reglas de salida.

2. Agregue las siguientes reglas de salida.
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Tipo

Regla TCP
personalizada

Regla TCP
personalizada

Regla TCP
personalizada

Protocolo Rango de
puertos

TCP 988

TCP 988

TCP 1018-1023

Origen

Elija Personali
zado e
introduzca el
ID del grupo de
seguridad que
acaba de crear

Elija Personali
zar e introduzc
a los identific
adores de grupo
de seguridad
del grupo de
seguridad
asociado a

los clientes de
Lustre

Elija Personali
zado e
introduzca el
ID del grupo de
seguridad que
acaba de crear

Descripcién

Permita el
trafico de

Lustre entre los
servidores de
archivos de FSx
para Lustre

Permita el
trafico de Lustre
entre servidore
s de archivos de
FSx para Lustre
y clientes de
Lustre

Permite el
trafico de

Lustre entre los
servidores de
archivos de FSx
para Lustre

Grupos de seguridad de Amazon VPC
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Tipo Protocolo

Regla TCP TCP
personalizada

Rango de
puertos

1018-1023

Origen

Elija Personali
zar e introduzc
a los identific
adores de grupo
de seguridad

de los grupos
de seguridad
asociados a

los clientes de
Lustre

3. Seleccione Guardar para guardar y aplicar las nuevas reglas de salida.

Asociar el grupo de seguridad a su sistema de archivos de Amazon FSx

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/.

Descripcién

Permite el
trafico de Lustre
entre servidore
s de archivos de
FSx para Lustre
y clientes de
Lustre

2. En el panel de control de la consola, elija el sistema de archivos para ver sus detalles.

3. Enla pestana Red y seguridad, haga clic en el enlace de la consola de Amazon EC2 en

Interfaces de red para ver todas las interfaces de red del sistema de archivos.

4. Para cada interfaz de red, elija Acciones vy, luego, seleccione Cambiar grupos de seguridad.

5. En la caja de dialogo Cambiar grupos de seguridad, elija los grupos de seguridad que desea

asociar a las interfaces de red.

6. Seleccione Save.

Reglas del grupo de seguridad de VPC del cliente de Lustre

Puede usar los grupos de seguridad de la VPC para controlar el acceso a los clientes de Lustre
agregando reglas de entrada para controlar el trafico entrante y reglas de salida para controlar el
trafico saliente de los clientes de Lustre. Procure tener las reglas de trafico de red adecuadas en el
grupo de seguridad para garantizar que el trafico de Lustre pueda fluir entre los clientes de Lustre y

los sistemas de archivos de Amazon FSx.
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Agregue las siguientes reglas de entrada a los grupos de seguridad aplicados a los clientes de

Lustre.

Tipo

Regla TCP
personalizada

Regla TCP
personalizada

Regla TCP
personalizada

Protocolo Rango de

1018-1023

Origen

Elegir Personali
zado e introduci
r los identific
adores de grupo
de seguridad

de los grupos
de seguridad
que se aplican

a los clientes de
Lustre

Elija Personali
zado e introduzc
alos ID de

los grupos

de seguridad
asociados a

sus sistemas de
archivo FSx para
Lustre

Elegir Personali
zado e introduci
r los identific
adores de grupo
de seguridad

de los grupos
de seguridad
que se aplican

a los clientes de
Lustre

Descripcién

Permite el trafico
de Lustre entre
clientes de
Lustre

Permite el trafico
de Lustre entre
servidores de
archivos de

FSx para Lustre
y clientes de
Lustre

Permite el trafico
de Lustre entre
clientes de
Lustre
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Tipo Protocolo Rango de Origen Descripcién
puertos

Regla TCP TCP 1018-1023 Elija Personali Permite el trafico

personalizada zado e introduzc  de Lustre entre
alos ID de servidores de
los grupos archivos de
de seguridad FSx para Lustre
asociados a y clientes de

sus sistemas de Lustre
archivo FSx para
Lustre

Agregue las siguientes reglas de salida a los grupos de seguridad aplicados a los clientes de Lustre.

Tipo Protocolo Rango de Origen Descripcién
puertos
Regla TCP TCP 988 Elegir Personali Permite el trafico
personalizada zado e introduci de Lustre entre
r los identific clientes de
adores de grupo  Lustre

Regla TCP
personalizada

de seguridad

de los grupos
de seguridad
que se aplican
a los clientes de
Lustre

Elija Personali
zado e introduzc
alos ID de

los grupos

de seguridad
asociados a

sus sistemas de

Permita el trafico
de Lustre entre
servidores de
archivos de

FSx para Lustre
y clientes de
Lustre
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Tipo

Regla TCP
personalizada

Regla TCP
personalizada

Protocolo

TCP

TCP

Rango de
puertos

1018-1023

1018-1023

ACL de lared de Amazon VPC

Origen

archivo FSx para
Lustre

Elegir Personali
zado e introduci
r los identific
adores de grupo
de seguridad

de los grupos
de seguridad
que se aplican

a los clientes de
Lustre

Elija Personali
zado e introduzc
alos ID de

los grupos

de seguridad
asociados a

sus sistemas de
archivo FSx para
Lustre

Descripcién

Permite el trafico
de Lustre entre
clientes de
Lustre

Permite el trafico
de Lustre entre
servidores de
archivos de

FSx para Lustre
y clientes de
Lustre

Otra opcidn para proteger el acceso al sistema de archivos de la VPC es establecer listas de control
de acceso de la red (ACL de la red). Si bien las ACL de la red funcionan de forma separada de los
grupos de seguridad, tienen funciones similares para anadir una capa de seguridad adicional a los
recursos de la VPC. Para obtener mas informacion sobre la implementacion del control de acceso
mediante ACL de red, consulte Controlar el trafico hacia las subredes utilizando las ACL de red en la

Guia del usuario de Amazon VPC.
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Validacién de la conformidad de Amazon FSx para Lustre

Para saber si un Servicio de AWS esta incluido en el ambito de programas de conformidad
especificos, consulte Servicios de AWS incluidos por programa de conformidad y escoja el
programa de conformidad que le interese. Para obtener informacién general, consulte Programas de
conformidad de AWS.

Puedes descargar los informes de auditoria de terceros utilizando AWS Artifact. Para obtener mas
informacion, consulte Descarga de informes en AWS Artifact.

Su responsabilidad de conformidad al utilizar Servicios de AWS se determina en funcion de la
confidencialidad de los datos, los objetivos de conformidad de su empresa, asi como de la legislacion
y los reglamentos aplicables. Para obtener mas informacion sobre la responsabilidad de conformidad
al usar Servicios de AWS, consulte la Documentacion de seguridad de AWS.

Amazon FSx para Lustre y Puntos de conexién de VPC de interfaz
(AWS PrivateLink)

Puede mejorar la postura de seguridad de su VPC configurando Amazon FSx para que utilice un
punto de conexion de VPC de interfaz. Los puntos de conexion de VPC de interfaz cuentan con AWS
PrivateLink, una tecnologia que permite acceder de forma privada a las APl de Amazon FSx sin
necesidad de contar con una puerta de enlace de Internet, un dispositivo NAT, una conexion VPN o
una conexiéon de Direct Connect. Las instancias de la VPC no necesitan direcciones IP publicas para
comunicarse con las APl de Amazon FSx. El trafico entre la VPC y Amazon FSx no sale de la red de
AWS.

Cada punto de conexion de VPC de la interfaz esta representado por una o mas interfaces de red
elasticas en las subredes. Una interfaz de red proporciona una direccién IP privada que sirve como
punto de entrada del trafico dirigido a la APl de Amazon FSx.

Consideraciones sobre los puntos de conexion de VPC de interfaz para
Amazon FSx
Antes de configurar un punto de conexion de VPC de interfaz para Amazon FSx, revise el tema

Propiedades y limitaciones de los puntos de conexion de interfaz en la Guia del usuario de Amazon
VPC.
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Puede llamar a cualquiera de las operaciones de APl de Amazon FSx desde su VPC. Por ejemplo,
puede crear un sistema de archivos de FSx para Lustre llamando a la API CreateFileSystem desde
su VPC. Para ver la lista completa de las APl de Amazon FSx, consulte Actions (Acciones) en la

Referencia de las APl de Amazon FSx.

Consideraciones sobre el emparejamiento de VPC

Puede conectar una VPC a otra con puntos de conexién de VPC de interfaz usando el
emparejamiento de VPC. El emparejamiento de VPC es una conexion de red entre dos VPC. Puede
establecer una conexion de emparejamiento de VPC entre dos VPC propias o con una VPC en otra
Cuenta de AWS. Las VPC también pueden estar en dos Regiones de AWS diferentes.

El trafico entre las VPC emparejadas permanece en la red de AWS y no pasa por la red publica de
Internet. Una vez que las VPC estan emparejadas, algunos recursos como las instancias de Amazon
Elastic Compute Cloud (Amazon EC2) en ambas VPC pueden obtener acceso a la APl de Amazon
FSx a través de puntos de conexidon de VPC de interfaz creados en una de las VPC.

Creacion de un punto de conexion de VPC de interfaz para la API de
Amazon FSx

Puede crear un punto de conexion de VPC para la APl de Amazon FSx mediante la consola de
Amazon VPC o desde AWS Command Line Interface (AWS CLI). Para obtener mas informacion,
consulte Creacion de un punto de conexion de VPC de interfaz en la Guia del usuario de Amazon
VPC.

Para obtener una lista completa de los puntos de conexion de Amazon FSx, consulte Puntos de
conexion y cuotas de Amazon FSx en la Referencia general de Amazon Web Services.

Para crear un punto de conexion de VPC de interfaz para Amazon FSx, utilice una de las siguientes
opciones:

« com.amazonaws.region.fsx: crea un punto de conexion para las operaciones de la API de
Amazon FSx.

* com.amazonaws.region.fsx-fips: crea un punto de conexién para la APl de Amazon FSx
que cumple con el Estandar federal de procesamiento de informacion (FIPS) 140-2.

Para utilizar la opcion de DNS privado, debe configurar los atributos enableDnsHostnames
y enableDnsSupport de su VPC. Para obtener mas informacion, consulte Visualizacion y
actualizacion de la compatibilidad de DNS para su VPC en la Guia del usuario de Amazon VPC.
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Excepto en Regiones de AWS en China, si habilita un DNS privado para el punto de conexion, podra
realizar solicitudes de la APl a Amazon FSx con el punto de conexién de VPC mediante el nombre
de DNS predeterminado para la Region de AWS, por ejemplo fsx.us-east-1.amazonaws.com.
En las Regiones de AWS de China (Pekin) y China (Ningxia), puede realizar solicitudes de la API
con el punto de conexion de VPC mediante fsx-api.cn-north-1.amazonaws.com.cny fsx-
api.cn-northwest-1.amazonaws.com.cn, respectivamente.

Para obtener mas informacion, consulte Acceso a un servicio a través de un punto de conexion de
VPC de interfaz en la Guia del usuario de Amazon VPC.

Creacion de una politica de punto de conexion de VPC para Amazon FSx

Para controlar aun mas el acceso a la APl de Amazon FSx, puede adjuntar opcionalmente una
politica de AWS ldentity and Access Management (IAM) a su punto de conexion de VPC. La politica
especifica lo siguiente:

» La entidad principal que puede realizar acciones.
» Las acciones que se pueden realizar.

* Los recursos en los que se pueden llevar a cabo las acciones.

Para obtener mas informacion, consulte Control del acceso a los servicios con puntos de conexion de
VPC en la Guia del usuario de Amazon VPC.
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Service Quotas para Amazon FSx para Lustre

A continuacion, puede obtener informacion acerca de las cuotas a la hora de trabajar con Amazon
FSx para Lustre.

Temas

» Cuotas que puede aumentar

» Cuotas de recursos para cada sistema de archivos

» Consideraciones adicionales

Cuotas que puede aumentar

A continuacion, se indican las cuotas de Amazon FSx para Lustre por cuenta AWS, por Region AWS,
que puede aumentar.

Recurso Predeterminado/a Descripcion
Sistemas de archivos 100 El nUmero maximo de
Persistent 1 de Lustre sistemas de archivos de

Amazon FSx para Lustre
Persistent 1 que puede crear
en esta cuenta.

Sistemas de archivos 100 El nUmero maximo de

Persistent 2 de Lustre sistemas de archivos de
Amazon FSx para Lustre
Persistent 2 que puede crear
en esta cuenta.

Capacidad de almacenam 102 000 La cantidad maxima de

iento en HDD de tipo capacidad de almacenam
Persistent de Lustre (por iento HDD (en GiB) que puede
sistema de archivos) configurar para un sistema de

archivos persistente Amazon
FSx para Lustre.
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Recurso

Capacidad de almacenam
iento de archivos de tipo
Persistent 1 de Lustre

Capacidad de almacenam
iento de archivos de tipo
Persistent 2 de Lustre

Sistemas de archivos Scratch
de Lustre

Capacidad de almacenam
iento de Scratch de Lustre

Capacidad de rendimiento
persistente de Intelligent-Tierin
g de Lustre

Predeterminado/a

100 800

100 800

100

100 800

100000

Descripcién

La cantidad maxima de
capacidad de almacenamiento
(en GiB) que puede configura
r para todos los sistemas de
archivos de Amazon FSx para
Lustre Persistent 1 en esta
cuenta.

La cantidad maxima de
capacidad de almacenamiento
(en GiB) que puede configura
r para todos los sistemas de
archivos de Amazon FSx para
Lustre Persistent 2 en esta
cuenta.

La cantidad maxima de
sistemas de archivos Scratch
de Amazon FSx para Lustre
que puede crear en esta
cuenta.

La cantidad maxima de
capacidad de almacenamiento
(en GiB) que puede configura
r para todos los sistemas de
archivos de Amazon FSx para
Lustre Scratch en esta cuenta.

La capacidad de rendimiento
(en MBps) total permitida para
todos los sistemas de archivos
Intelligent-Tiering de Amazon
FSx para Lustre esta cuenta.

Cuotas que puede aumentar
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Recurso

Capacidad de almacenam
iento en caché de lectura en
SSD persistente con Intellige
nt-Tiering de Lustre

LustreCopias de seguridad de

Predeterminado/a

100 800

500

Como solicitar un aumento de cuota

1. Abrala consola de Service Quotas.

Elija Lustre.

Elija una cuota.

o bk~ 0N

cuota.

En el panel de navegacion, elija Servicios de AWS.

Descripcién

La cantidad maxima de
capacidad de caché de lectura
SSD aprovisionado que puede
configurar para todos los
sistemas de archivos Amazon
FSx para Lustre Intelligent-
Tiering en esta cuenta.

El nimero maximo de copias
de seguridad iniciados por el
usuario que puede tener para
todos los sistemas de archivos
de Amazon FSx para Lustre
en esta cuenta.

Seleccione Solicitar aumento de cuota y siga las instrucciones para solicitar un aumento de

6. Para ver el estado de la solicitud de cuota, seleccione Historial de solicitudes de cuota en el

panel de navegacion de la consola.

Para obtener mas informacion, consulte Solicitud de aumento de cuota en la Guia del usuario de

Service Quotas.

Cuotas de recursos para cada sistema de archivos

Los siguientes son los limites de los recursos de Amazon FSx para Lustre para cada sistema de

archivos de una region AWS.

Cuotas de recursos para cada sistema de archivos
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Recurso
Numero maximo de etiquetas

Periodo maximo de retencion para las copias de
seguridad automatizadas

Numero maximo de solicitudes de copia de seguridad en
curso a una unica Regién de destino por cuenta.

Numero de actualizaciones de archivos desde un bucket
de S3 vinculado por sistemas de archivos

Capacidad minima de almacenamiento, sistemas de
archivos SSD

Capacidad minima de almacenamiento, sistemas de
archivos HDD

Rendimiento minimo por unidad de almacenamiento,
SSD

Rendimiento maximo por unidad de almacenamiento,
SSD

Rendimiento minimo por unidad de almacenamiento,
HDD

Rendimiento maximo por unidad de almacenamiento,
HDD

Consideraciones adicionales

Ademas, tenga en cuenta lo siguiente:

Limite por sistema de archivos
50

90 dias

10 millones / mes

1,2 TiB

6 TiB

50 MBps

1000 MBps

12 MBps

40 MBps

» Puede utilizar cada clave AWS Key Management Service (AWS KMS) en un maximo de

125 sistemas de archivos de Amazon FSx para Lustre.

Consideraciones adicionales
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» Para obtener una lista de las regiones AWS en las que puede crear sistemas de archivos, consulte
los Puntos de conexion y cuotas de Amazon FSx en Referencia general de AWS.
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Solucion de problemas de Amazon FSx para Lustre

En esta seccidn, se describen varios escenarios de solucidon de problemas y soluciones para los
sistemas de archivos de Amazon FSx para Lustre.

Si tiene problemas que no aparecen en la siguiente lista, haga una pregunta en el foro de Amazon
FSx para Lustre.

Temas

» Error al crear un sistema de archivos de Amazon FSx para Lustre

» Solucién de problemas de montaje del sistema de archivos

* No puede acceder al sistema de archivos

* No se puede validar el acceso a un bucket de S3 al crear una asociacion de repositorios de datos
DRA

» Renombrar directorios lleva mucho tiempo

» Resolucion de problemas de un bucket de S3 vinculado mal configurado

» Solucién de problemas de almacenamiento

* Resolucion de problemas con el controlador FSx para Lustre CSI

Error al crear un sistema de archivos de Amazon FSx para Lustre

Existen varias causas posibles por las que se produce un error en una solicitud de creacion de un
sistema de archivos, tal como se describe en los siguientes temas.

No se puede crear un sistema de archivos compatible con EFA debido a un
grupo de seguridad mal configurado

Se produce un error al crear un sistema de archivos compatible con EFA de FSx para Lustre y
aparece el siguiente mensaje de error:

Insufficient security group permissions to create an EFA-enabled file system.
Update security group to allow all internal inbound and outbound traffic.

Accion que se debe ejecutar
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Asegurese de que el grupo de seguridad de VPC que esta utilizando para la operacion de creacion
esté configurado como se describe en Grupos de seguridad compatibles con EFA. Un EFA requiere
un grupo de seguridad que permita todo el trafico entrante y saliente hacia y desde el propio

grupo de seguridad y el grupo de seguridad de los clientes si los clientes residen en otro grupo de
seguridad.

No se puede crear un sistema de archivos debido a un grupo de seguridad
mal configurado

Se produce un error al crear un sistema de archivos de FSx para Lustre y aparece el siguiente
mensaje de error:

The file system cannot be created because the default security group in the subnet
provided
or the provided security groups do not permit Lustre LNET network traffic on port 988

Accion que se debe ejecutar

Asegurese de que el grupo de seguridad de VPC que esta utilizando para la operacion de creacion
esté configurado como se describe en Control de acceso al sistema de archivos con Amazon
VPC. Debe configurar el grupo de seguridad para permitir el trafico entrante en los puertos 988 y
1018-1023 desde el propio grupo de seguridad o la subred CIDR completa, que es necesaria para
permitir que los hosts del sistema de archivos se comuniquen entre si.

No se puede crear un sistema de archivos debido a errores de capacidad
insuficiente

Es posible que reciba un error de capacidad insuficiente al intentar crear un nuevo sistema de
archivos, actualizar la capacidad de almacenamiento o modificar la capacidad de rendimiento.

Causa

Este error se produce cuando FSx para Lustre en ese momento no tiene capacidad de hardware
disponible en la zona de disponibilidad solicitada para llevar a cabo la solicitud.

Solucién

Para resolver este problema, pruebe lo siguiente:
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» Espere unos minutos y después intente la solicitud de nuevo, ya que la disponibilidad de
capacidad cambia frecuentemente.

* Vuelva a intentar la solicitud en una zona de disponibilidad diferente.

* Intente realizar la operacion con un tamafio de almacenamiento mas pequefo o un nivel de
rendimiento inferior.

No se puede crear un sistema de archivos que esté vinculado a un bucket
de S3

Si se produce un error al crear un nuevo sistema de archivos vinculado a un bucket de S3, aparece
un mensaje de error similar al siguiente.

User: arn:aws:iam::012345678901:user/username is not authorized to perform:
iam:PutRolePolicy on resource: resource ARN

Este error puede producirse si intenta crear un sistema de archivos vinculado a un bucket de
Amazon S3 sin los permisos de IAM necesarios. Los permisos de IAM necesarios admiten la funcion
vinculada al servicio Amazon FSx para Lustre que se utiliza para acceder al bucket de Amazon S3
especificado en su nombre.

Accion que se debe ejecutar

Asegurese de que su entidad de IAM (usuario, grupo o rol) tenga los permisos adecuados para
crear sistemas de archivos. Para ello, se incluye afadir la politica de permisos que admite la funcién
vinculada al servicio Amazon FSx para Lustre. Para obtener mas informacion, consulte Agregar
permisos para utilizar repositorios de datos en Amazon S3.

Para obtener mas informacién acerca de los roles vinculados a servicios, consulte Uso de roles
vinculados a servicios para Amazon FSx.

Solucidén de problemas de montaje del sistema de archivos

Existen varias causas posibles cuando falla un comando de montaje de un sistema de archivos,
como se describe en los siguientes temas.
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El montaje del sistema de archivos falla de inmediato

El comando de montaje del sistema de archivos falla de inmediato. En el siguiente cédigo se muestra
un ejemplo.

mount.lustre: mount fs-0123456789abcdef@.fsx.us-east-1.aws@tcp:/fsx at /lustre
failed: No such file or directory

Is the MGS specification correct?
Is the filesystem name correct?

Este error puede producirse si no esta utilizando el valor mountname correcto al montar un
sistema de archivos persistente o scratch 2 usando el comando mount. Puede obtener el valor de
mountname a partir de la respuesta del comando describe-file-systemsAWS CLI o de la operacién

de la API DescribeFileSystems.

El montaje del sistema de archivos deja de responder y luego falla con un
error de tiempo de espera agotado

El comando de montaje del sistema de archivos deja de responder durante un minuto o dos y, a
continuacion, falla con un error de tiempo de espera agotado.

En el siguiente cédigo se muestra un ejemplo.

sudo mount -t lustre file_system dns_name@tcp:/mountname /mnt/fsx

[2+ minute wait here]
Connection timed out

Este error puede producirse porque los grupos de seguridad de la instancia de Amazon EC2 o el
sistema de archivos no estan configurados correctamente.

Accion que se debe ejecutar

Asegurese de que sus grupos de seguridad para el sistema de archivos tienen las reglas de entrada
especificadas en Grupos de seguridad de Amazon VPC.

Se produce un error de montaje automatico y la instancia no responde
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En algunos casos, el montaje automatico puede fallar para un sistema de archivos y su instancia de
Amazon EC2 puede dejar de responder.

Este problema puede producirse si no se ha declarado la opcidén _netdev. Sifalta _netdev, la
instancia de Amazon EC2 puede dejar de responder. Este resultado se debe a que los sistemas de
archivos de red se deben inicializar después de que la instancia de procesamiento inicia sus redes.

Accion que se debe ejecutar

Si se produce este problema, contactese con AWS Support.

Error en el montaje del sistema de archivos durante el arranque del sistema

El montaje del sistema de archivos falla durante el arranque del sistema. EI montaje se realiza de
forma automatica usando /etc/fstab. Cuando el sistema de archivos no esta montado, aparece el
siguiente error en el syslog durante el periodo de arranque de la instancia.

LNetError: 3135:0:(lib-socket.c:583:1net_sock_listen()) Can't create socket: port 988
already in use
LNetError: 122-1: Can't start acceptor on port 988: port already in use

Este error puede producirse cuando el puerto 988 no esta disponible. Cuando la instancia esta
configurada para montar sistemas de archivos NFS, es posible que los montajes NFS unan el puerto
del cliente al puerto 988

Accion que se debe ejecutar

Puede solucionar este problema ajustando las opciones de montaje noresvport y noauto del
cliente NFS siempre que sea posible.

El montaje del sistema de archivos que utiliza el nombre de DNS falla

Los nombres del Servicio de nombres de dominio (DNS) mal configurados pueden provocar errores
en el montaje del sistema de archivos, como se muestra en los siguientes escenarios.

Caso 1: se produce un error al montar un sistema de archivos que utiliza un nombre de servicio de
nombres de dominio (DNS). En el siguiente codigo se muestra un ejemplo.

sudo mount -t lustre file_system_dns_name@tcp:/mountname /mnt/fsx
mount.lustre: Can't parse NID
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'file_system_dns_name@tcp:/mountname'

Accion que se debe ejecutar

Compruebe la configuracién de la nube privada virtual (VPC). Si utiliza una VPC personalizada,
asegurese de que la configuracion de DNS esté habilitada. Para obtener mas informacion, consulte
Utilizacion de DNS con su VPC en la Guia del usuario de Amazon VPC.

Para especificar un nombre de DNS en el comando mount, haga lo siguiente:

+ Asegurese de que la instancia de Amazon EC2 se encuentra en la misma VPC que el sistema de
archivos de Amazon FSx para Lustre.

+ Conecte su instancia de Amazon EC2 dentro de una VPC configurada para utilizar el servidor DNS
proporcionado por Amazon. Para obtener mas informacién, consulte Conjuntos de opciones de
DHCP en la Guia del usuario de Amazon VPC.

+ Asegurese de que la VPC de Amazon de la instancia de Amazon EC2 conectada tiene habilitados
los nombres de host DNS. A fin de obtener mas informacion, consulte Actualizacion de soporte de
DNS para su VPC en la guia del usuario de Amazon VPC.

Caso 2: se produce un error al montar un sistema de archivos que utiliza un nombre de servicio de
nombres de dominio (DNS). En el siguiente codigo se muestra un ejemplo.

mount -t lustre file_system_dns_name@tcp:/mountname /mnt/fsx
mount.lustre: mount file_system dns_name@tcp:/mountname at /mnt/fsx failed: Input/
output error Is the MGS running?

Accion que se debe ejecutar

Asegurese de que los grupos de seguridad de la VPC del cliente tienen aplicadas las reglas de
trafico saliente correctas. Esta recomendacion es especialmente valida si no esta utilizando el grupo
de seguridad predeterminado o si lo ha modificado. Para obtener mas informacion, consulte Grupos
de seguridad de Amazon VPC.

No puede acceder al sistema de archivos

Existen varias causas posibles por las que no pueda acceder al sistema de archivos, cada una tiene
su propia resolucion, como se indica a continuacion.
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Se elimind la direccion IP elastica que esta adjunta a la interfaz de red
elastica del sistema de archivos

Amazon FSx no admite el acceso a los sistemas de archivos desde la Internet publica. Amazon FSx
separa de manera automatica cualquier direccion IP elastica, la cual es una direccion IP publica a la
que se puede acceder desde Internet, que se adjunta a la interfaz de red elastica de un sistema de
archivos.

Se modifico o elimind la interface de red elastica del sistema de archivos

No debe modificar ni eliminar la interfaz de red elastica del sistema de archivos. Si se modifica o
elimina la interfaz de red, se puede provocar una pérdida permanente de la conexion entre la VPC
y el sistema de archivos. Cree un nuevo sistema de archivos y no modifique ni elimine la interfaz
de red elastica de FSx. Para obtener mas informacion, consulte Control de acceso al sistema de
archivos con Amazon VPC.

No se puede validar el acceso a un bucket de S3 al crear una
asociacion de repositorios de datos (DRA)
Al crear una asociacion de repositorios de datos (DRA) desde la consola de Amazon FSx o mediante

el comando CLI create-data-repository-association (la accidén de API equivalente es
CreateDataRepositoryAssociation), se produce un error con el siguiente mensaje de error.

Amazon FSx is unable to validate access to the S3 bucket. Ensure the IAM role or user
you are using has s3:Get*, s3:List* and s3:PutObject permissions to the S3 bucket
prefix.

® Note

También puede aparecer el error anterior al crear un sistema de archivos Scratch 1,
Scratch 2 o Persistent 1 vinculado a un repositorio de datos (bucket o prefijo de S3) usando
la consola Amazon FSx o el comando CLI create-file-system (la acciéon de API
equivalente es CreateFileSystem).

Accion que se debe ejecutar
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Si el sistema de archivos de FSx para Lustre esta en la misma cuenta que el bucket de S3, este error
significa que el rol de IAM que utilizé para la solicitud de creacion no tiene los permisos necesarios
para acceder al bucket de S3. Asegurese de que el rol de IAM tiene los permisos indicados en el
mensaje de error. Estos permisos admiten la funcion vinculada al servicio Amazon FSx para Lustre
que se utiliza para acceder al bucket de Amazon S3 especificado en su nombre.

Si el sistema de archivos de FSx para Lustre esta en una cuenta diferente a la del bucket de S3

(en el caso de varias cuentas), ademas de asegurarse de que el rol de IAM que utilizé tenga los
permisos necesarios, la politica de bucket de S3 debe configurarse para permitir el acceso desde la
cuenta en la que se cred el FSx para Lustre.

Para obtener mas informacién sobre cédmo configurar permisos de bucket entre cuentas en
Amazon S3, consulte Ejemplo 2: Concesion de permisos de bucket entre cuentas en la Guia del
usuario de Amazon Simple Storage Service.

Renombrar directorios lleva mucho tiempo

Pregunta

He renombrado un directorio en un sistema de archivos vinculado a un bucket de Amazon S3 y tengo
activada la exportacidn automatica. ¢, Por qué los archivos de este directorio tardan tanto en cambiar
de nombre en el bucket de S37?

Respuesta

Cuando se cambia el nombre de un directorio en el sistema de archivos, FSx para Lustre crea
nuevos objetos S3 para todos los archivos y directorios dentro del directorio que fue renombrado.
El tiempo que se tarda en propagar el cambio de nombre del directorio a S3 esta directamente
relacionado con la cantidad de archivos y directorios que descienden del directorio al que se va a
cambiar el nombre.

Resolucion de problemas de un bucket de S3 vinculado mal
configurado

En algunos casos, el bucket S3 vinculado de un sistema de archivos de FSx para Lustre puede tener
un estado de ciclo de vida de repositorio de datos mal configurado.

Causa posible
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Este error puede producirse si Amazon FSx no dispone de los permisos AWS Identity and Access
Management (IAM) necesarios para acceder al repositorio de datos vinculado. Los permisos de
IAM necesarios admiten la funcion vinculada al servicio Amazon FSx para Lustre que se utiliza para
acceder al bucket de Amazon S3 especificado en su nombre.

Accion que se debe ejecutar

1. Asegurese de que su entidad de IAM (usuario, grupo o rol) tenga los permisos adecuados para
crear sistemas de archivos. Para ello, se incluye afadir la politica de permisos que admite la
funcién vinculada al servicio Amazon FSx para Lustre. Para obtener mas informacion, consulte
Agregar permisos para utilizar repositorios de datos en Amazon S3.

2. Mediante la CLI o la APl de Amazon FSx, actualice el sistema de archivos AutoImportPolicy
con el comando CLI update-file-system (la accién de API equivalente es
UpdateFileSystem), de la siguiente manera.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef® \
--lustre-configuration AutoImportPolicy=the_existing_AutoImportPolicy

Para obtener mas informacién acerca de los roles vinculados a servicios, consulte Uso de roles
vinculados a servicios para Amazon FSx.

Causa posible

Este error puede producirse si el repositorio de datos de Amazon S3 vinculado tiene una
configuracion de notificacidn de eventos existente con tipos de eventos que se solapan
con la configuracién de notificacion de eventos de Amazon FSx (s3:0bjectCreated: *,
s3:0bjectRemoved: *).

También puede ocurrir si la configuracion de notificacion de eventos de Amazon FSx en el bucket de
S3 vinculado se elimind o modifico.

Accion que se debe ejecutar

1. Elimine cualquier notificacion de evento existente en el bucket de S3 vinculado que utilice uno o
ambos tipos de eventos que utiliza la configuracidon de eventos de FSx, s3:0bjectCreated: *
y s3:0bjectRemoved: *.

2. Asegurese de que exista una configuracion de notificacion de eventos de
S3 en su bucket de S3 vinculado con el nombre FSx, tipos de eventos
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s3:0bjectCreated:* y s3:0bjectRemoved: *, y envie al tema SNS con
ARN: topic_arn_returned_in_API_response.

3. Vuelva a aplicar la configuracion de notificacion de eventos FSx en el bucket de S3 mediante la
CLI o la APl de Amazon FSx, para actualizar el sistema de archivos de AutoImportPolicy.
Hagalo con el comando CLI update-file-system (la accion de API equivalente es
UpdateFileSystem), de la siguiente manera.

aws fsx update-file-system \
--file-system-id fs-0123456789abcdef@ \
--lustre-configuration AutoImportPolicy=the_existing_AutoImportPolicy

Solucion de problemas de almacenamiento

En algunos casos, es posible que surjan problemas de almacenamiento de archivos. Puede
solucionar estos problemas mediante comandos 1fs, como el comando 1fs migrate.

Error de escritura debido a la falta de espacio en el destino de
almacenamiento
Puede comprobar el uso de almacenamiento de su sistema de archivos usando el comando 1fs df

-h, tal y como se describe en Disposicion de almacenamiento del sistema de archivos. El campo
filesystem_summary indica el uso total de almacenamiento del sistema de archivos.

Si el uso del disco del sistema de archivos es del 100 %, considere la posibilidad de aumentar la
capacidad de almacenamiento del sistema de archivos. Para obtener mas informacion, consulte
Administracion de la capacidad de almacenamiento.

Si el uso del almacenamiento del sistema de archivos no es del 100 % y sigue obteniendo errores de
escritura, es posible que el archivo en el que esta escribiendo esté dividido en franjas en un OST que
esta lleno.

Accion que se debe ejecutar

» Si muchos de los OST estan llenos, aumente la capacidad de almacenamiento del sistema de
archivos. Compruebe si hay un almacenamiento desequilibrado en los OST siguiendo las acciones
de la seccién Almacenamiento desequilibrado en los OST.

» Silos OST no estan llenos, ajuste el tamano del bufer de paginas sin procesar del cliente haciendo
los siguientes ajustes a todas las instancias del cliente:
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sudo lctl set_param osc.*.max_dirty_mb=64

Almacenamiento desequilibrado en los OST

Amazon FSx para Lustre distribuye las nuevas franjas de archivos de manera uniforme entre

las OST. Sin embargo, es posible que su sistema de archivos siga desequilibrado debido a los
patrones de E/S o al disefio del almacenamiento de archivos. Como resultado, algunos destinos de
almacenamiento pueden llenarse mientras que otros permanecen relativamente vacios.

El comando 1fs migrate se utiliza para mover archivos o directorios de OST mas llenos a OST
menos llenos. Puede utilizar el comando 1fs migrate en modo de bloqueo o sin bloqueo.

» El modo de bloqueo es el modo por defecto del comando 1fs migrate. Cuando se ejecuta
en modo de bloqueo, 1fs migrate primero adquiere un bloqueo de grupo en los archivos y
directorios antes de la migracion de datos para evitar modificaciones en los archivos, y luego libera
el bloqueo cuando finaliza la migracion. Al impedir que otros procesos modifiquen los archivos,
el modo de bloqueo evita que estos procesos interrumpan la migracion. El inconveniente es
que impedir que una aplicacion modifique un archivo puede provocar retrasos o errores en la
aplicacion.

» El modo sin bloqueo se habilita para el comando 1fs migrate con la opcién -n. Cuando se
ejecuta 1fs migrate en el modo sin bloqueo, otros procesos pueden seguir modificando los
archivos que se estan migrando. Si un proceso modifica un archivo antes de que 1fs migrate
finalice la migracion, 1fs migrate no podra migrar ese archivo, dejando el archivo con su
disposicion de franjas original.

Le recomendamos que utilice el modo sin bloqueo, ya que es menos probable que interfiera con la
aplicacion.
Accion que se debe ejecutar

1. Inicie una instancia de cliente relativamente grande (como el tipo de instancia de Amazon EC2
c5n.4xlarge) para montarla en el sistema de archivos.

2. Antes de ejecutar el script en modo sin bloqueo o el script en modo de bloqueo, ejecute primero
los siguientes comandos en cada instancia de cliente para acelerar el proceso:

sudo 1lctl set_param 'mdc.*.max_xrpcs_in_flight=60'
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sudo 1lctl set_param 'mdc.*.max_mod_xrpcs_in_flight=59"

3. Inicie una sesion de pantalla y ejecute el script de modo sin bloqueo o el script de modo de
bloqueo. Asegurese de cambiar las variables adecuadas en los scripts:

 Script para el modo sin bloqueo:

#!/bin/bash
UNCOMMENT THE FOLLOWING LINES:

TRY_COUNT=0

MAX_MIGRATE_ATTEMPTS=100

0STS="fsname-0STO00O_UUID"

DIR_OR_FILE_MIGRATED="/mnt/subdixr/"

BATCH_SIZE=10

PARALLEL_JOBS=16 # up to max-procs processes, set to 16 if client is
c5n.4xlarge with 16 vcpu
# LUSTRE_STRIPING_CONFIG="-E 100M -c 1 -E 10G -c 8 -E 100G -c 16 -E -1 -c 32" #
should be consistent with the existing striping setup
#

H OH OH O ¥ K R N

if [ -z "$TRY_COUNT" -0 -z "$MAX_MIGRATE_ATTEMPTS" -0 -z "$0STS" -0 -z
"$DIR_OR_FILE_MIGRATED" -0 -z "$BATCH_SIZE" -0 -z "$PARALLEL_JOBS" -0 -z
"$LUSTRE_STRIPING_CONFIG" ]; then

echo "Some variables are not set."”
exit 1
fi

echo "1lfs migrate starts"
while true; do
output=$(sudo 1fs find ! -L released --ost $0STS --printo0
$DIR_OR_FILE_MIGRATED | shuf -z | /bin/xargs -0 -P $PARALLEL_JOBS -n $BATCH_SIZE
sudo 1fs migrate -n $LUSTRE_STRIPING_CONFIG 2>&1)
if [[ $? -eq 0 1]1; then
echo "1fs migrate succeeds for $DIR_OR_FILE_MIGRATED at the $TRY_COUNT
attempt, exiting."
exit 0
elif [[ $? -eq 123 ]]; then
echo "WARN: Target data objects are not located on these 0STs. Skipping
1fs migrate"
exit 1
else
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echo "1fs migrate fails for $DIR_OR_FILE_MIGRATED at the $TRY_COUNT
attempt, retrying..."
if (( ++TRY_COUNT >= MAX_MIGRATE_ATTEMPTS )); then
echo "WARN: Exceeds max retry attempt. Skipping 1fs migrate for
$DIR_OR_FILE_MIGRATED. Failed with the following errox"
echo $output
exit 1
fi
fi
done

» Script para el modo de bloqueo:

+ Sustituya los valores en OSTS por los valores de sus OST.

* Proporcione un valor entero a nproc para establecer el numero de procesos max-procs que
se ejecutaran en paralelo. Por ejemplo, el tipo de instancia de Amazon EC2 c5n.4xlarge
tiene 16 vCPU, por lo que puede usar 16 (0 un valor < 16) para nproc.

* Introduzca la ruta del directorio de montaje mnt_dir_path.

# find all OSTs with usage above a certain threshold; for example, greater than
or equal to 85% full

foxr OST in $(1fs df -h |egrep '( 8[5-9]| 9[0-9]1]100)%'|cut -d' ' -f1); do echo
${0ST};done|txr '\012' ',"'

# customexr can also just pass OST values directly to OSTS variable
0STS="'dzfevbmv-0ST0000_UUID,dzfevbmv-0ST0002_UUID,dzfevbmv-0ST0004_UUID,dzfevbmv-
0ST0005_UUID,dzfevbmv-0STO006_UUID,dzfevbmv-0STO00O8_UUID'

nproc=<Run up to max-procs processes if client is c5n.4xlarge with 16 vcpu, this
value can be set to 16>

mnt_dir_path=<mount dir, e.g. '/my_mnt'>
1fs find ${mnt_dir_path} --ost ${0STS}| xargs -P ${nproc} -n2 1lfs migrate -E 100M
-c 1 -E 10G -c 8 -E 100G -c 16 -E -1 -c 32
Notas

» Si observa que esto afecta al rendimiento de las lecturas del sistema de archivos, puede detener
las migraciones en cualquier momento utilizando ctrl-c o kill -9,y reducir el nUmero de
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subprocesos (valor nproc) a un numero inferior (por ejemplo, 8) y reanudar la migracion de los
archivos.

« Elcomando 1fs migrate fallara en un archivo que también esté abierto por la carga de trabajo
del cliente. Lanzara un error y pasara al siguiente archivo; por lo tanto, es posible que, si se esta
accediendo a muchos archivos, el script no pueda migrar ningun archivo, y se reflejara como que
la migracién avanza muy lentamente.

* Puede monitorizar el uso de OST utilizando cualquiera de los siguientes métodos

* En el montaje de cliente, ejecute el siguiente comando para monitorizar el uso del OST y
encontrar el OST con un uso superior al 85 %:

1fs df -h |egrep '( 8[5-9]| 9[1-9]|100)%"'

+ Comprueba la métrica de Amazon CloudWatch, OST FreeDataStorageCapacity,
compruebe Minimum. Si el script da como resultado que las OST estan ocupadas en mas del
85 %, cuando la métrica se acerque al 15 %, use ctrl-c o kill -9 para detener la migracion.

« También puede considerar cambiar la configuracidén de franjas de su sistema de archivos o de un
directorio, de modo que los nuevos archivos sean fragmentados a través de multiples destinos de
almacenamiento. Para obtener mas informacion, consulte Fragmentacion de datos en su sistema
de archivos.

Resolucion de problemas con el controlador FSx para Lustre CSI

Amazon FSx para Lustre admite el acceso desde contenedores que se ejecutan en Amazon EKS
mediante el controlador de CSI de cddigo abierto de FSx para Lustre. Para obtener mas informacién
sobre la implementacion, consulte Use el almacenamiento de Amazon FSx para Lustre en la Guia

del usuario de Amazon EKS.

Si tiene problemas con el controlador CSI de FSx para Lustre para contenedores que se ejecutan en
Amazon EKS, consulte Solucién de problemas con el controlador CSI (problemas comunes) que esta
disponible en GitHub.
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Informacion adicional

En esta seccidn se proporciona una referencia de las caracteristicas de Amazon FSx compatibles,
pero obsoletas.

Temas

« Configurar una programacion de copias de seguridad personalizada

Configurar una programacion de copias de seguridad
personalizada

Le recomendamos que utilice AWS Backup para configurar un programa de copias de seguridad
personalizado para su sistema de archivos. La informacion que se proporciona aqui es de referencia
si necesita programar copias de seguridad con mas frecuencia que cuando utiliza AWS Backup.

Cuando esta activado, Amazon FSx realiza automaticamente una copia de seguridad de su sistema
de archivos una vez al dia durante un periodo de copia de seguridad diario. Amazon FSx aplica un
periodo de retencion que usted especifica para estas copias de seguridad automaticas. También
admite copias de seguridad iniciadas por el usuario, por lo que puede realizar copias de seguridad en
cualquier momento.

A continuacion, encontrara los recursos y la configuracién para implementar una programacién de
copias de seguridad personalizada. La programacion de copias de seguridad personalizadas realiza
las copias de seguridad iniciadas por el usuario en un sistema de archivos Amazon FSx para Lustre
segun una programaciéon personalizada que usted defina. Algunos ejemplos pueden ser una vez
cada seis horas, una vez a la semana, etc. Este script también configura la eliminacion de las copias
de seguridad anteriores al periodo de retencion especificado.

La soluciéon despliega automaticamente todos los componentes necesarios y tiene en cuenta los
siguientes parametros:

El ID del sistema de archivos

Un patrén de programacion CRON para realizar copias de seguridad

El periodo de retencion de copias de seguridad en (dias)

Las etiquetas de nombre de la copia de seguridad
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Para obtener mas informacion sobre los patrones de programacion de CRON, consulte Programar
expresiones para reglas en la Guia del usuario de Amazon CloudWatch.

Informacidn general de la arquitectura

Al implementar esta solucion, se crean los siguientes recursos en Nube de AWS.

’ FS:(I’Z

Amazon FSx for Lustre

I

Amazon Lambda
CloudWatch

Amazon SNS

Esta solucién hace lo siguiente:

1. La plantilla CloudFormation implementa un evento de CloudWatch, una funcién de Lambda, una
cola de Amazon SNS y un rol de IAM. El rol de IAM otorga a la funcion de Lambda permiso para
invocar las operaciones de la APl Amazon FSx para Lustre.

2. El evento de CloudWatch se ejecuta segun una programacion que usted defina como patrén
CRON, durante la implementacion inicial. Este evento invoca la funcion de Lambda del
administrador de copias de seguridad de la solucién, que invoca la operacion de la APl Amazon
FSx para Lustre CreateBackup para iniciar una copia de seguridad.

3. El administrador de copias de seguridad recupera una lista de las copias de seguridad existentes
iniciadas por el usuario para el sistema de archivos especificado usando DescribeBackups.
Luego, elimina las copias de seguridad anteriores al periodo de retencion, que haya especificd
durante la implementacion inicial.

4. El administrador de copias de seguridad envia un mensaje de notificacion a la cola de Amazon
SNS si la copia de seguridad se realiza correctamente si elige la opcion de recibir una notificacion
durante la implementacion inicial. En caso de error, siempre se envia una notificacion.
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CloudFormationPlantilla de

Esta solucion utiliza CloudFormation para automatizar la implementacion de la solucion de
programacion de copias de seguridad personalizada de Amazon FSx para Lustre. Para usar esta
solucion, descargue la plantilla CloudFormation fsx-scheduled-backup.template.

Implementacion automatizada

El siguiente procedimiento configura e implementa esta solucidn de programacion de copias de
seguridad personalizada. Tarda aproximadamente cinco minutos en desplegarse. Antes de empezar,
debe tener en su cuenta AWS el ID de un sistema de archivos de Amazon FSx para Lustre que se
ejecute en una Amazon Virtual Private Cloud (Amazon VPC). Para mas informacion sobre la creacion
de estos recursos, consulte Introduccion a Amazon FSx para Lustre.

(® Note

La implementacion de esta solucion implica la facturacién de los servicios AWS asociados.
Para mas informacién, consulte las paginas de precios de estos servicios.

Para lanzar la pila de soluciones de copia de seguridad personalizadas

1. Descargue la plantilla CloudFormation fsx-scheduled-backup.template. Para obtener mas

informacion sobre la creacion de una pila de CloudFormation, consulte Crear una pila en la
consola de AWS CloudFormation en la Guia del usuario de AWS CloudFormation.

(® Note

De forma predeterminada, esta plantilla se inicia en la region Este de EE. UU. (Norte

de Virginia) de AWS. En la actualidad, Amazon FSx para Lustre solo esta disponible en
versiones especificas de Regiones de AWS. Debe lanzar esta solucion en una region
AWS en la que esté disponible Amazon FSx para Lustre. Para obtener mas informacion,
consulte la seccion de Amazon FSx sobre Regiones de AWS y puntos de conexion en la

Referencia general de AWS.

2. En Parametros, revise los parametros de la plantilla y modifiquelos para adaptarlos a
las necesidades del sistema de archivos. Esta solucion utiliza los siguientes valores
predeterminados.
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Parametro

ID del sistema de archivos
de Amazon FSx para Lustre

Patréon de programacion
CRON para las copias de
seguridad.

Retencién de copias de
seguridad (dias)

Nombre de las copias de
seguridad

Predeterminado/a

Sin valor predeterminado

00/4**2*

copia de seguridad
programada por el usuario

Descripcion

El ID del sistema de archivos
del que desea hacer una
copia de seguridad.

La programacion para
ejecutar el evento de
CloudWatch, que desencade
na una nueva copia de
seguridad y elimina las
copias de seguridad
antiguas fuera del periodo de
retencion.

El numero de dias que se
deben guardar las copias

de seguridad iniciadas por
el usuario. La funcién de
Lambda elimina las copias
de seguridad iniciadas por el
usuario con una antigieda

d superior a este numero de
dias.

El nombre de estas copias
de seguridad, que aparece
en la columna Nombre de
copia de seguridad de la
consola de administracion de
Amazon FSx para Lustre.
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Parametro Predeterminado/a Descripcién
Notificaciones de copias de Si Elija si desea recibir una
seguridad notificacion cuando las

copias de seguridad se
inicien correctamente.
Siempre se envia una
notificacion si se produce un

error.
Direccion de correo electroni  Sin valor predeterminado La direccidn de correo
co electrénico para suscribirse a

las notificaciones del SNS.

3. Elija Siguiente.
4. En Opciones, elija Siguiente.

5. Enla pagina Revisar, revise y confirme la configuracion. Debe seleccionar la casilla de
verificacion que reconoce que la plantilla crea recursos IAM.

6. Elija Crear para implementar la pila.

Puede ver el estado de la pila en la consola de CloudFormation en la columna Estado. Deberia ver el
estado CREATE_COMPLETE en aproximadamente cinco minutos.

Opciones adicionales

Puede utilizar la funcién de Lambda creada por esta solucidon para realizar copias de seguridad
programadas personalizadas de mas de un sistema de archivos de Amazon FSx para Lustre. El ID
del sistema de archivos se pasa a la funcion de Amazon FSx para Lustre en el JSON de entrada
para el evento de CloudWatch. EI JSON predeterminado que se pasa a la funcion de Lambda es el
siguiente, donde los valores para FileSystemIdy SuccessNotification se transfieren desde
los parametros especificados al lanzar la pila CloudFormation.

{
"start-backup": "true",
"purge-backups": "true",
"filesystem-id": "${FileSystemId}",
"notify_on_success": "${SuccessNotification}"
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}

Para programar copias de seguridad para un sistema de archivos de Amazon FSx para Lustre
adicional, cree otra regla de eventos de CloudWatch. Para ello, utilice la fuente de eventos de
Programacién, con la funcion de Lambda creada por esta solucion como destino. Elija Constante
(texto JSON) en Configurar entrada. Para la entrada JSON, simplemente sustituya el ID del sistema
de archivos del sistema de archivo de Amazon FSx para Lustre para hacer una copia de seguridad
en lugar de ${FileSystemId}. Ademas, sustituya Yes o No en lugar ${SuccessNotification}
en el JSON anterior.

Las reglas adicionales de los eventos de CloudWatch que cree manualmente no forman parte de la
pila CloudFormation de la solucion de copias de seguridad programada personalizada de Amazon
FSx para Lustre. Por lo tanto, no se eliminan si se elimina la pila.
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Historial del documento

* Version de la API: 2018-03-01

+ Ultima actualizacién de la documentacion: 30 de septiembre de 2025

En la siguiente tabla se describen cambios importantes en la Guia del usuario de Amazon FSx para
Lustre. Para obtener notificaciones sobre las actualizaciones de la documentacién, puede suscribirse
a la fuente RSS.

Cambio

Se ha agregado compatibi
lidad adicional en Regién
de AWS para el tipo de
implementacion Persistent 2

Lustre Se agregé compatibi
lidad del cliente con Ubuntu 24

Kernel 6.14.0

Se ha agregado compatibi
lidad del cliente Lustre con

Kernel 6.12 de Amazon Linux
2023

Descripcién

Los sistemas de archivos
de tipo Persistent 2 en SSD
de FSx para Lustre ya estan
disponibles en la zona en
las instalaciones del Oeste
de EE. UU. (Phoenix). Para
obtener mas informacion,
consulte la disponibilidad de
tipos de implementaciones.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan Ubuntu 24.04
Kernel 6.14.0. Para obtener
mas informacion, consulte

Instalacion del cliente Lustre.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan Kernel 6.12 de
Amazon Linux 2023. Para
obtener mas informacion,

Fecha

30 de septiembre de 2025

24 de septiembre de 2025

9 de septiembre de 2025
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consulte Instalacion del cliente

Lustre.
Se agrego soporte adicional Los sistemas de archivos 18 de agosto de 2025
para Region de AWS de FSx para Lustre ya estan

disponibles en Asia-Paci
fico (Taipéi). Para obtener
mas informacion, consulte
la disponibilidad de tipos de

implementaciones.

Amazon FSx actualizé Amazon FSx agrego los 22 de julio de 2025
la politica gestionada permisos ec2:Assig
AmazonFSxServiceRolePolicy nIpv6Addresses vy

de AWS ec2:UnassignIpv6Ad

dresses ala AmazonFSx
ServiceRolePolicy. Para
obtener mas informacion,
consulte Actualizaciones

de Amazon FSx a politicas
gestionadas de AWS.

Lustre Se agrego compatibi El cliente FSx para Lustre 1 de julio de 2025
lidad del cliente con Rocky ahora es compatible con

Linux y Red Hat Enterprise instancias de Amazon EC2

Linux (RHEL que ejecutan Rocky Linux

y Red Hat Enterprise Linux
(RHEL) 9.6. Para obtener mas
informacion, consulte Instalaci
on del cliente Lustre.
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Amazon FSx actualizo
la politica gestionada de
AmazonFSxFullAccess de

AWS

Amazon FSx actualiz6

la politica gestionada de

AmazonFSxConsoleFu
[IAccess de AWS

La politica administrada
de AmazonFSxFullAcces
s se actualiz6 para afiadir

25 de junio de 2025

los permisos fsx:Creat
eAndAttachS3Access
Point , fsx:Descr
ibeS3AccessPointAt
tachments vy fsx:Detac
hAndDeleteS3Access
Point .

La politica administrada
de AmazonFSxConsoleFu

25 de junio de 2025

lIAccess se actualizé

para anadir los permisos
fsx:CreateAndAttac
hS3AccessPoint
fsx:DescribeS3Acce
ssPointAttachments
y fsx:DetachAndDelet
eS3AccessPoint
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Compatibilidad agregada para

la clase de almacenamiento
Intelligent-Tiering

Se agrego soporte adicional
para Region de AWS

Lustre Se ha agregado

compatibilidad del cliente con
Ubuntu

Ahora puede crear sistemas
de archivos de FSx para
Lustre con la clase de
almacenamiento Intelligent
Tiering. Intelligent-Tiering
proporciona un almacenam
iento totalmente elastico con
una caché SSD opcional para
un acceso de baja latencia a
los datos a los que se accede
con frecuencia. Para obtener
mas informacion, consulte
Caracteristicas de rendimien

to de la clase de almacenam
iento Intelligent Tiering.

Los sistemas de archivos

de FSx para Lustre ya estan
disponibles en Asia Pacifico
(Tailandia) y México (centro).
Para obtener mas informacion,
consulte la disponibilidad de
tipos de implementaciones.

El cliente FSx for Lustre ahora
es compatible con instancias
de Amazon EC2 que ejecutan
Ubuntu 24.04. Para obtener
mas informacion, consulte
Instalacién del cliente Lustre.

29 de mayo de 2025

8 de mayo de 2025

19 de marzo de 2025
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Amazon FSx actualizé la

politica administrada de

AmazonFSxConsoleRe
adOnlyAccess de AWS

Se ha agregado compatibi

lidad para actualizar la version

de Lustre

Amazon FSx actualizé

la politica gestionada de

AmazonFSxConsoleFu
[IAccess de AWS

Amazon FSx actualizd 25 de febrero de 2025
la politica AmazonFSx

ConsoleReadOnlyAccess

para agregar el ec2:Descr

ibeNetworkInterfac

es permiso. Para obtener

mas informacioén, consulte

la politica de AmazonFSx

ConsoleReadOnlyAccess.

Ahora puede actualiza 12 de febrero de 2025
r la version Lustre de su

sistema de archivos de FSx

para Lustre a una version

mas reciente. Para obtener

mas informacion, consulte

Administrar la version de

Lustre.

Amazon FSx actualizé la 7 de febrero de 2025
politica AmazonFSxConsoleFu

lIAccess para agregar el

ec2:DescribeNetwor

kInterfaces permiso.

Para obtener mas informaci

on, consulte la politica

AmazonFSxConsoleFu

lIAccess.
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FSx para Lustre

Guia del usuario de Lustre

Se ha agregado compatibi
lidad adicional en Regién
de AWS para el tipo de
implementacion Persistent 2

Lustre Se agregé compatibi
lidad del cliente con Rocky
Linux y Red Hat Enterprise
Linux (RHEL

Soporte anadido para Elastic
Fabric Adapter (EFA)

Los sistemas de archivos
de tipo Persistent 2 en SSD
de FSx para Lustre ya estan
disponibles en el Region

de AWS de Asia Pacifico
(Malasia). Para obtener
mas informacion, consulte
la disponibilidad de tipos de
implementaciones.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan Rocky Linux

y Red Hat Enterprise Linux
(RHEL) 9.5. Para obtener mas
informacion, consulte Instalaci
on del cliente Lustre.

Ahora puede crear un sistema
de archivos de FSx para
Lustre Persistent 2 con
soporte para Elastic Fabric
Adapter (EFA), que proporcio
na un mayor rendimiento de
red para las instancias de
cliente que admiten EFA. La
activacion de EFA también
proporciona compatibilidad
con GPUDirect Storage (GDS)
y ENA Express. Para obtener
mas informacion, consulte Uso
de sistemas de archivos de
compatibles con EFA.

2 de enero de 2025

26 de diciembre de 2024

27 de noviembre de 2024
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
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FSx para Lustre

Guia del usuario de Lustre

Se ha agregado compatibi
lidad adicional en Regién
de AWS para el tipo de
implementacion Persistent 2

Lustre Se agregé compatibi
lidad del cliente con Ubuntu 22

Kernel 6.8.0

Se agrego soporte para

métricas adicionales de
Amazon CloudWatch y un
panel de supervision mejorado

Los sistemas de archivos

de tipo Persistent 2 en SSD
de FSx para Lustre ya estan
disponibles en el Oeste de
EE. UU. (Norte de California)
Region de AWS. Para obtener
mas informacion, consulte

la disponibilidad de tipos de
implementaciones.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan Ubuntu 22.04
Kernel 6.8.0. Para obtener
mas informacion, consulte
Instalacion del cliente Lustre.

FSx para Lustre ahora
proporciona métricas

de redes, rendimiento y
almacenamiento adicional
es y un panel de supervisi
6n mejorado para una mayor
visibilidad de la actividad del
sistema de archivos. Para
obtener mas informacion,
consulte Monitorizacion con
Amazon CloudWatch.

27 de noviembre de 2024

8 de noviembre de 2024

25 de septiembre de 2024
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FSx para Lustre

Guia del usuario de Lustre

Se ha agregado compatibi
lidad adicional en Regién
de AWS para el tipo de
implementacion Persistent 2

Lustre Se agregé compatibi
lidad del cliente con Ubuntu 22

Kernel 6.5.0

Lustre Se agregé compatibi
lidad del cliente con CentOS,
Rocky Linux y Red Hat
Enterprise Linux (RHEL

Los sistemas de archivos

de tipo Persistent 2 en SSD

de FSx para Lustre ya estan
disponibles en la zona en

las instalaciones del Este de
EE. UU. (Dallas). Para obtener
mas informacion, consulte

la disponibilidad de tipos de
implementaciones.

El cliente FSx para Lustre 1 de agosto de 2024
ahora es compatible con

instancias de Amazon EC2

que ejecutan Ubuntu 22.04

Kernel 6.5.0. Para obtener

mas informacion, consulte

Instalacion del cliente Lustre.

El cliente FSx para Lustre 18 de junio de 2024
ahora es compatible con

instancias de Amazon EC2

que ejecutan CentOS, Rocky

Linux y Red Hat Enterpris

e Linux (RHEL) 8.10. Para

obtener mas informacion,

consulte Instalacion del cliente

Lustre.

20 de septiembre de 2024
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx para Lustre Guia del usuario de Lustre

Se agreg6 soporte para Ahora puede crear un sistema 6 de junio de 2024
aumentar el rendimiento de los  de archivos de FSx para
metadatos Lustre Persistent 2 con una

configuracion de metadatos
que permita aumentar el
rendimiento de los metadatos
. Para obtener mas informaci
on, consulte Rendimiento de

los metadatos del sistema de
archivos y Administracion del
rendimiento de los metadatos.

Se ha agregado compatibi Los sistemas de archivos 29 de mayo de 2024
lidad adicional en Regién de tipo Persistent 2 en SSD

de AWS para el tipo de de FSx para Lustre ya estan

implementacion Persistent 2 disponibles en la zona en

las instalaciones del Este
de EE. UU. (Atlanta). Para
obtener mas informacion,
consulte la disponibilidad de
tipos de implementaciones.

Lustre Se agregé compatibi El cliente FSx para Lustre 16 de mayo de 2024
lidad del cliente con Rocky ahora es compatible con

Linux y Red Hat Enterprise instancias de Amazon EC2

Linux (RHEL que ejecutan Rocky Linux

y Red Hat Enterprise Linux
(RHEL) 9.4. Para obtener mas
informacion, consulte Instalaci
on del cliente Lustre.
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/install-lustre-client.html

FSx para Lustre

Guia del usuario de Lustre

Se ha agregado compatibi
lidad adicional en Regién
de AWS para el tipo de
implementacion Persistent 2

Lustre Se ha agregado
compatibilidad del cliente con

Amazon Linux

Lustre Se agregé compatibi
lidad del cliente con CentOS,
Rocky Linux y Red Hat
Enterprise Linux (RHEL

Los sistemas de archivos
de tipo Persistent 2 en SSD
de FSx para Lustre ya estan
disponibles en el Region de
AWS del Oeste de Canada
(Calgary). Para obtener
mas informacion, consulte
la disponibilidad de tipos de
implementaciones.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan Amazon Linux
2023. Para obtener mas
informacion, consulte Instalaci
on del cliente Lustre.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan CentOS, Rocky
Linux y Red Hat Enterpris

e Linux (RHEL) 8.9. Para
obtener mas informacion,
consulte Instalacion del cliente
Lustre.

3 de mayo de 2024

25 de marzo de 2024

9 de enero de 2024
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/using-fsx-lustre.html#persistent-deployment-regions
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FSx para Lustre

Guia del usuario de Lustre

Amazon FSx actualizo las

politicas administradas por
AWS AmazonFSxFullAcces

s, AmazonFSxConsoleFu
lIAccess, AmazonFSx
ReadOnlyAccess, AmazonFSx
ConsoleReadOnlyAccess y
AmazonFSxServiceRolePolicy

Lustre Se agregd compatibi

lidad del cliente con Rocky

Linux y Red Hat Enterprise
Linux (RHEL) 9.0 y

Amazon FSx para Lustre

actualizé las politicas

administradas por AWS

AmazonFSxFullAccess y

AmazonFSxConsoleFu

[IAccess

Amazon FSx actualizoé las
politicas AmazonFSxFullAcces
s, AmazonFSxConsoleFu
lIAccess, AmazonFSx
ReadOnlyAccess, AmazonFSx
ConsoleReadOnlyAccess y
AmazonFSxServiceRolePolicy
para agregar el permiso
ec2:GetSecurityGro
upsForVpc . Para obtener
mas informacién, consulte
Actualizaciones de Amazon

FSx a politicas gestionadas de
AWS.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan Rocky Linux

y Red Hat Enterprise Linux
(RHEL) 9.0y 9.3. Para
obtener mas informacion,
consulte Instalacion del cliente

Lustre.

Amazon FSx actualizdé

las politicas AmazonFSx
FullAccess y AmazonFSx
ConsoleFullAccess para
agregar la acciéon ManageCro
ssAccountDataRepli
cation . Para obtener

mas informacion, consulte
Actualizaciones de Amazon
FSx a politicas gestionadas de
AWS.

9 de enero de 2024

20 de diciembre de 2023

20 de diciembre de 2023
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FSx para Lustre Guia del usuario de Lustre

Amazon FSx actualiz6 las Amazon FSx actualizo las 26 de noviembre de 2023
politicas administradas por politicas AmazonFSxFullAcces
AWS AmazonFSxFullAcces s y AmazonFSxConsoleFu
s y AmazonFSxConsoleFu lIAccess para agregar
lIAccess el permiso fsx:CopyS
napshotAndUpdateVo

lume . Para obtener mas
informacion, consulte
Actualizaciones de Amazon
FSx a politicas gestionadas de

AWS.
Se ha agregado compatibi Ahora puede modificar la 16 de noviembre de 2023
lidad para el escalado de la capacidad de rendimiento
capacidad de rendimiento de los sistemas de archivos

existentes basados en SSD
persistentes FSx para Lustre
a medida que evolucionan

sus requisitos de rendimiento.
Para obtener mas informacion,
consulte Administracion de la

capacidad de rendimiento.

Amazon FSx actualizé las Amazon FSx actualizo las 14 de noviembre de 2023
politicas administradas por politicas AmazonFSxFullAcces
AWS AmazonFSxFullAcces s y AmazonFSxConsoleFu
s y AmazonFSxConsoleFu llIAccess para agregar los
lIAccess permisos fsx:Descr
ibeSharedVPCConfig
uration y fsx:Updat
eSharedVPCConfigur

ation . Para obtener

mas informacioén, consulte
Actualizaciones de Amazon
FSx a politicas gestionadas de
AWS.
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FSx para Lustre

Guia del usuario de Lustre

Se ha agregado compatibi
lidad para las cuotas de

proyectos

Se agreg6 compatibilidad con

Lustre version 2.15

Se ha agregado compatibi
lidad adicional en Regién
de AWS para el tipo de
implementacion Persistent 2

Ahora puede crear cuotas 29 de agosto de 2023
de almacenamiento para

proyectos. La cuota de un

proyecto se aplica a todos

los archivos o directorios

asociados a un proyecto.

Para obtener mas informaci

on, consulte Cuotas de

almacenamiento.

Todos los sistemas de
archivos de FSx para Lustre
ahora se basan en Lustre
version 2.15 cuando se

29 de agosto de 2023

crean mediante la consola de
Amazon FSx. Para obtener
mas informacion, consulte
Paso 1: como crear su sistema
de archivos de Amazon FSx

para Lustre.

Los sistemas de archivos

de tipo Persistent 2 de FSx
para Lustre ya estan disponibl
es en el Region de AWS de
Israel (Tel Aviv). Para obtener
mas informacion, consulte

24 de agosto de 2023

Opciones de implementacién

para sistemas de archivos de
FSx para Lustre.
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/lustre-quotas.html
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FSx para Lustre

Guia del usuario de Lustre

Se ha agregado compatibi
lidad para las tareas del
repositorio de datos de

publicacion

Amazon FSx actualizd

la politica gestionada
AmazonFSxServiceRolePolicy
de AWS

Amazon FSx actualiz6

la politica gestionada de

AmazonFSxFullAccess de
AWS

FSx para Lustre ahora
proporciona tareas de liberaci6
n de repositorio de datos para
liberar archivos guardados
desde un sistema de archivos
vinculado a un repositorio de
datos S3. Al liberar un archivo,
se retiene la lista de archivos y
los metadatos, pero se elimina
la copia local del contenido de
ese archivo. Para obtener mas
informacion, consulte Utilizar
las tareas del repositorio de
datos para liberar archivos.

Amazon FSx actualizd

el permiso cloudwatc
h:PutMetricData en
la AmazonFSxServiceRo
lePolicy. Para obtener

mas informacién, consulte
Actualizaciones de Amazon

FSx a politicas gestionadas de
AWS.

Amazon FSx actualizo la
politica AmazonFSxFullAcces
s para eliminar el permiso
fsx:* y ahadir acciones
especificas de fsx. Para
obtener mas informaci

on, consulte la politica
AmazonFSxFullAccess.

9 de agosto de 2023

24 de julio de 2023

13 de julio de 2023
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/release-files-task.html
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FSx para Lustre

Guia del usuario de Lustre

Amazon FSx actualizé
la politica gestionada de
AmazonFSxConsoleFu
lIAccess de AWS

Lustre Se agregd compatibi
lidad del cliente con CentOS,

Rocky Linux y Red Hat
Enterprise Linux (RHEL

Se agrego soporte para las

métricas de Autolmport y
AutoExport

Amazon FSx actualizo la
politica AmazonFSxConsoleFu
lIAccess para eliminar el
permiso fsx:* y afadir
acciones especificas de

fsx. Para obtener mas
informacion, consulte la
politica AmazonFSxConsoleFu

[IAccess.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan CentOS, Rocky
Linux y Red Hat Enterpris

e Linux (RHEL) 8.8. Para
obtener mas informacion,
consulte Instalacion del cliente

Lustre.

FSx para Lustre proporciona
ahora métricas de Amazon
CloudWatch que monitorizan
las actualizaciones automatic
as de importacion y exportaci
6n de sistemas de archivos
vinculados a repositorios

de datos. Para obtener

mas informacion, consulte
Monitorizacion con Amazon
CloudWatch.

13 de julio de 2023

25 de mayo de 2023

31 de marzo de 2023
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/security-iam-awsmanpol.html#security-iam-awsmanpol-AmazonFSxConsoleFullAccess
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FSx para Lustre

Guia del usuario de Lustre

Se ha agregado compatibi
lidad DRA para los tipos de
implementacion Persistent 1y
Scratch 2

Lustre Se agregé compatibi
lidad del cliente con CentOS,
Rocky Linux y Red Hat
Enterprise Linux (RHEL

Se ha agregado compatibi
lidad adicional en Regién
de AWS para el tipo de
implementacion Persistent 2

Ahora puede crear asociacio
nes de repositorios de datos
para vincular repositorios de
datos a sistemas de archivos
de Lustre 2.12 con tipos de
implementacion Persistent 1 0
Scratch 2. Para obtener mas
informacion, consulte Uso

de repositorios de datos con
Amazon FSx para Lustre.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan CentOS, Rocky
Linux y Red Hat Enterpris

e Linux (RHEL) 8.7. Para
obtener mas informacion,
consulte Instalacion del cliente

Lustre.

La nueva generacion
Persistent 2 SSD FSx para
sistemas de archivos Lustre ya
esta disponible en el Regiones
de AWS Europa (Estocolmo),
Asia Pacifico (Hong Kong),
Asia Pacifico (Mumbai) y Asia
Pacifico (Seul). Para obtener
mas informacion, consulte
Opciones de implementacién
para sistemas de archivos de
FSx para Lustre.

29 de marzo de 2023

5 de diciembre de 2022

10 de noviembre de 2022
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https://docs.aws.amazon.com/fsx/latest/LustreGuide/fsx-data-repositories.html
https://docs.aws.amazon.com/fsx/latest/LustreGuide/fsx-data-repositories.html
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FSx para Lustre

Guia del usuario de Lustre

Lustre Se agregé compatibi
lidad del cliente con CentOS,
Rocky Linux y Red Hat
Enterprise Linux (RHEL

Lustre Se ha agregado
compatibilidad del cliente con

Ubuntu

Lustre Se ha agregado
compatibilidad del cliente con

Rocky Linux

Se ha agregado compatibi
lidad con root squash de
Lustre

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan CentOS, Rocky
Linux y Red Hat Enterpris

e Linux (RHEL) 8.6. Para
obtener mas informacion,
consulte Instalacion del cliente

Lustre.

El cliente FSx for Lustre ahora
es compatible con instancias
de Amazon EC2 que ejecutan
Ubuntu 22.04. Para obtener
mas informacion, consulte
Instalacion del cliente Lustre.

El cliente FSx para Lustre
ahora soporta instancias de
Amazon EC2 ejecutando
Rocky Linux. Para obtener
mas informacion, consulte
Instalacion del cliente Lustre.

Ahora puede usar la caracteri
stica root squash de Lustre
para restringir el acceso a
nivel de raiz de los clientes
que intentan acceder al
sistema de archivos de FSx
para Lustre como raiz. Para
obtener mas informacion,
consulte root squash de
Lustre.

8 de septiembre de 2022

28 de julio de 2022

8 de julio de 2022

25 de mayo de 2022
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Se ha agregado compatibi
lidad adicional en Regién
de AWS para el tipo de
implementacion Persistent 2

Se ha agregado compatibi
lidad para usar AWS
DataSync para migrar archivos

a sus sistemas de archivos de

Amazon FSx para Lustre.

Se ha agregado compatibi
lidad para los puntos de
conexion de VPC para la
interfaz AWS PrivateLink

La nueva generacion
Persistent 2 SSD FSx para
sistemas de archivos Lustre ya
esta disponible en el Regiones
de AWS Europa (Londres)

, Asia-Pacifico (Singapur

) y Asia-Pacifico (Sidney).
Para obtener mas informaci
on, consulte Opciones de
implementacion para sistemas
de archivos de FSx para
Lustre.

Ahora puede usar AWS 5 de abril de 2022
DataSync para migrar archivos

de los sistemas de archivos

existentes a los sistemas de

archivos de FSx para Lustre.

Para obtener mas informaci

on, consulte Como migrar

archivos existentes a FSx

para Lustre usando AWS
DataSync.

Ahora puede utilizar los 5 de abril de 2022
puntos de conexion de VPC

de interfaz para acceder a la

API de Amazon FSx desde

su VPC sin enviar trafico por

Internet. Para obtener mas

informacion, consulte Amazon

FSx y los puntos de conexion

de VPC de interfaz.

19 de abril de 2022
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Se ha agregado compatibi
lidad con las colas de DRA de

Lustre

Lustre Se ha agregado
compatibilidad del cliente con
CentOS y Red Hat Enterprise
Linux (RHEL

Ahora puede crear un DRA
(asociacion de repositorio de
datos) al crear un sistema

de archivos de FSx para
Lustre. La solicitud se pondra
en cola y el DRA se creara
una vez que el sistema de
archivos esté disponible. Para
obtener mas informacion,
consulte Vincular su sistema

de archivos a un bucket de S3.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan CentOS y

Red Hat Enterprise Linux
(RHEL) 8.5. Para obtener mas
informacion, consulte Instalaci
on del cliente Lustre.

28 de febrero de 2022

20 de diciembre de 2021
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Soporte para exportar cambios

desde FSx para Lustre a un
repositorio de datos enlazados

Se ha agregado soporte para
el reqgistro de Lustre

Ahora puede configurar FSx
para Lustre para exportar
automaticamente los archivos
nuevos, modificados y
eliminados de su sistema

de archivos a un repositor

io de datos de Amazon S3
vinculado. Puede utilizar
tareas de repositorio de datos
para exportar datos y cambios
de metadatos al repositorio
de datos. También puede
configurar enlaces a varios
repositorios de datos. Para
obtener mas informacion,
consulte Exportacion de los

cambios al repositorio de
datos.

Ahora puede configurar

FSx para Lustre para que
registre los eventos de error
y advertencia de los repositor
ios de datos asociados a

su sistema de archivos en
los Registros de Amazon
CloudWatch. Para obtener
mas informacion, consulte
Registro con los Registros de
Amazon CloudWatch.

30 de noviembre de 2021

30 de noviembre de 2021
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Los sistemas de archivos
SSD persistentes soportan
un mayor rendimiento y
una menor capacidad de
almacenamiento

Se agreg6 compatibilidad con

Lustre version 2.12

Lustre Se ha agregado
compatibilidad del cliente con
CentOS y Red Hat Enterprise
Linux (RHEL

Los sistemas de archivos

de FSx para Lustre con

SSD persistente de préoxima
generacion tienen opciones
de mayor rendimiento y
menor capacidad minima de
almacenamiento. Para obtener
mas informacion, consulte
Opciones de implementacién
para sistemas de archivos de
FSx para Lustre.

Ahora puede elegir Lustre 5 de octubre de 2021
version 2.12 cuando cree un

sistema de archivos de FSx

para Lustre. Para obtener mas

informacion, consulte Paso

1: cdmo crear su sistema de

archivos de Amazon FSx para

Lustre.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan CentOS y

Red Hat Enterprise Linux
(RHEL) 8.4. Para obtener mas
informacion, consulte Instalaci

9 de junio de 2021

on del cliente Lustre.

30 de noviembre de 2021
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Se ha agregado soporte para

la compresiéon de datos

Se ha agregado compatibi
lidad para copiar copias de

seguridad

Lustre Compatibilidad del
cliente Lustre con conjuntos
de archivos de

Ahora puede activar la
compresion de datos al crear
un sistema de archivos de
FSx para Lustre. También
puede activar o desactivar la
compresion de datos en un
sistema de archivos de FSx
para Lustre existente. Para
obtener mas informacion,
consulte compresion de datos
de Lustre.

Puede usar Amazon FSx
para realizar las copias

de seguridad dentro de la
misma Cuenta de AWS a
otra Regién de AWS (copias
entre regiones) o dentro de

la misma Region de AWS
(copias dentro de la region).
Para obtener mas informaci
on, consulte Copiar copias de

seguridad.

El cliente FSx para Lustre
ahora admite el uso de
conjuntos de archivos para
montar solo un subconjunto
del espacio de nombres del
sistema de archivos. Para
obtener mas informacion,
consulte Montaje de conjuntos

de archivos especificos.

27 de mayo de 2021

12 de abril de 2021

18 de marzo de 2021
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Se ha agregado soporte para
el acceso de clientes mediante
direcciones IP no privadas

Lustre Se ha agregado
compatibilidad del cliente con
CentOS 7.9 basado en Arm

Lustre Se ha agregado
compatibilidad del cliente con
CentOS y Red Hat Enterprise
Linux (RHEL

Puede acceder a FSx para
sistemas de archivos Lustre
desde un cliente en las
instalaciones utilizando
direcciones IP no privadas.
Para obtener mas informaci
on, consulte Montar sistemas

de archivos de Amazon FSx

desde una Amazon VPC en

las instalaciones o intercone

ctada.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecuten CentOS 7.9
basado en Arm. Para obtener
mas informacion, consulte
Instalacion del cliente Lustre.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan CentOS y

Red Hat Enterprise Linux
(RHEL) 8.3. Para obtener mas
informacion, consulte Instalaci
on del cliente Lustre.

17 de diciembre de 2020

17 de diciembre de 2020

16 de diciembre de 2020
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Se ha agregado compatibi
lidad para el escalado de la
capacidad de rendimiento y
almacenamiento

Se ha agregado soporte para

cuotas de almacenamiento

Amazon FSx esta integrado
ahora con AWS Backup

Ahora puede aumentar la
capacidad de rendimiento

y almacenamiento de los
sistemas de archivos de
FSx para Lustre existentes a
medida que evolucionan sus
necesidades de rendimien
to y almacenamiento. Para
obtener mas informacion,
consulte Administracion de la
capacidad de rendimiento y
almacenamiento.

Ahora puede crear cuotas

de almacenamiento para
usuarios y grupos. Las cuotas
de almacenamiento limitan la
cantidad de espacio en disco
y el numero de archivos que
un usuario o grupo puede
consumir en su sistema de
archivos de FSx para Lustre.
Para obtener mas informaci
on, consulte Cuotas de
almacenamiento.

Ahora puede utilizar AWS
Backup para realizar copias
de seguridad y restaurar

sus sistemas de archivos de
FSx, ademas de utilizar las
copias de seguridad nativas
de Amazon FSx. Para obtener
mas informacion, consulte Uso
de AWS Backup con Amazon
FSx.

24 de noviembre de 2020

9 de noviembre de 2020

9 de noviembre de 2020
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Se ha agregado compatibi
lidad para opciones de
almacenamiento HDD (unidad

de disco duro

Soporte para importar cambios

de repositorios de datos
enlazados en FSx para Lustre

Ademas de la opcion de
almacenamiento SSD (unidad
de estado sélido), FSx para
Lustre ahora soporta la opcion
de almacenamiento HDD
(unidad de disco duro). Puede
configurar su sistema de
archivos para utilizar HDD
para cargas de trabajo de alto
rendimiento que normalmen

te tienen grandes operacion
es de archivos secuenciales.
Para obtener mas informacion,
consulte Multiples opciones de
almacenamiento.

Ahora puede configurar su
sistema de archivos de FSx
para Lustre para importar
automaticamente los nuevos
archivos anadidos y los
archivos que han cambiado
en un repositorio de datos
vinculados después de la
creacion del sistema de
archivos. Para mas informaci
on, consulte Importar actualiza
ciones automaticamente
desde el repositorio de datos.

12 de agosto de 2020

23 de julio de 2020
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Lustre Se ha agregado
compatibilidad del cliente con
SUSE Linux SP4 y SP

Lustre Se ha agregado
compatibilidad del cliente con
CentOS y Red Hat Enterprise
Linux (RHEL

Se ha agregado compatibi

lidad para copias de seguridad

automaticas y manuales del

sistema de archivos

El cliente FSx para Lustre
ahora es compatible con las
instancias de Amazon EC2
que ejecutan SUSE Linux
SP4 y SP5. Para obtener mas
informacion, consulte Instalaci
on del cliente Lustre.

El cliente FSx para Lustre
ahora es compatible con
instancias de Amazon EC2
que ejecutan CentOS y

Red Hat Enterprise Linux
(RHEL) 8.2. Para obtener mas
informacion, consulte Instalaci
on del cliente Lustre.

Ahora puede realizar copias
de seguridad diarias automatic
as y copias de seguridad
manuales de sistemas de
archivos no vinculados a un
repositorio de datos duraderos
de Amazon S3. Para obtener
mas informacion, consulte
Trabajar con copias de

seguridad.

20 de julio de 2020

20 de julio de 2020

23 de junio de 2020
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Se publicaron dos nuevos
tipos de implementacion de
sistemas de archivos

Se ha agregado compatibi
lidad para metadatos POSIX

Se ha lanzado una nueva

caracteristica de tareas de
repositorio de datos

Los sistemas de archivos 12 de febrero de 2020
Scratch estan disefados para

el almacenamiento temporal y

el procesamiento de datos a

corto plazo. Los sistemas de

archivos persistentes estan

disenados para cargas de

trabajo y almacenamiento

a largo plazo. Para obtener

mas informacion, consulte las

opciones de implementacion

de FSx para Lustre.

FSx para Lustre conserva los 23 de diciembre de 2019
metadatos POSIX asociados

al importar y exportar archivos

a un repositorio de datos

duraderos vinculados en

Amazon S3. Para obtener mas

informacion, consulte Soporte

de metadatos POSIX para

repositorios de datos.

Ahora puede exportar datos 23 de diciembre de 2019
modificados y metadatos

POSIX asociados a un

repositorio de datos duraderos

vinculados en Amazon S3

mediante tareas de repositor

io de datos. Para obtener

mas informacion, consulte

las tareas de repositorios de

datos.
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Se agrego soporte adicional
para Region de AWS

Se agrego soporte adicional
para Region de AWS

Se agreg6 compatibilidad del
cliente Lustre con Amazon

Linux y Amazon Linux 2

Se ha anadido soporte para
rutas de exportacion de datos
definidas por el usuario

FSx para Lustre ya esta
disponible en la region Region
de AWS de Europa (Londres)
. Para conocer los limites
especificos de una region FSx
para Lustre, consulte Limites.

FSx para Lustre ya esta
disponible en Asia Pacifico
(Singapur) Region de AWS.
Para conocer los limites
especificos de una region FSx
para Lustre, consulte Limites.

El cliente FSx para Lustre
ahora es compatible con las
instancias de Amazon EC2
que ejecutan Amazon Linux y
Amazon Linux 2. Para obtener
mas informacion, consulte
Instalacion del cliente Lustre.

Los usuarios ahora tienen

la opcién de sobrescribir los
objetos originales en su bucket
de Amazon S3 o escribir los
archivos nuevos o modificad
os en un prefijo que especifiq
ue. Con esta opcion, dispone
de flexibilidad adicional para
incorporar FSx para Lustre

a sus flujos de trabajo de
procesamiento de datos. Para
obtener mas informacion,
consulte Exportacion de datos
a su bucket de Amazon S3.

9 de julio de 2019

26 de junio de 2019

11 de marzo de 2019

6 de febrero de 2019
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Aumento del limite de
almacenamiento total por
defecto

El almacenamiento total
por defecto para todos los
sistemas de archivos de

11 de enero de 2019

FSx para Lustre aumenté a
100.800 GiB. Para obtener
mas informacion, consulte
Limites.

Amazon FSx para Lustre 28 de noviembre de 2018

ya esta disponible de forma
general

Amazon FSx para Lustre
es un sistema de archivos

totalmente administrado

que esta optimizado para
cargas de trabajo informaticas
intensivas, como la informatica
de alto rendimiento, machine
learning y flujos de trabajo de
procesamiento de medios.
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